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13.3. Runge-Kutta methods. We now consider a class of methods, called Runge-Kutta
methods, that achieve the same accuracy as Taylor series methods, without calculating
derivatives of f. The basic idea is to use a linear combination of several evaluations of
f(z,y) to achieve high order accuracy. The simplest case of such methods is again Euler’s
method.

The basic idea of these methods is to write
Yn+1 — Yn = Z wiki(xna yn)a
i=1

where the w;’s are constants and
i-1

ki(z,y) = hof(x + ailn,y + Zﬁijkj),

j=1

where h,, = 2,41 — x, (allowing for variable step-size), oy = 0, and «; and ;; are constants.

Observe that if the w;’s, a;’s, and f3;;’s are given, then this is a self-starting method.

kl (iIZ’n, yn) = hnf(xna yn)a k2(xn7 yn) = hnf(xn + Otha Yn + ﬂQlkl (iIZ‘n, yn))a y "t

Note that k; has already been computed when it is used to compute ko and this is true for
all the k;.

The coefficients in the method are determined by several criteria. The first is to achieve
a desired order of accuracy in the local truncation error in the method, defined in a similar
manner as above for one-step methods as:

LTE = y(zp1) — y(x,) — Zwiki(xm y(xn))-

Rather than consider the general case, for which the computations can get complicated, we
illustrate the main idea for the case m = 2. To simplify notation, we set h,, = h, as = a and
b1 = b. Thus, we are considering the method

Ynt1 = Yn + wlkl(-rna yn) + wgk’g(l‘n, yn>’ kl (xm yn) = hf(-rn7 yn)7
k2(xn> yn) = hf(xn + aha Un + bkl (l‘n, yn))

To calculate the local truncation error, we expand y(@p1) — yY(z,) — Yoo Wiki(Tn, Y(2n))
is a Taylor series about x,,. First, we note that

2 3

) + ) + O,

Y(Tni1) — y(@n) = hy'(zn) + 9 6

Now for y a solution of the IVP, we have

y/:f(xay)a y//:fm+fyy/:fx+fyfa
Y" = (fox + fayf) + [y (fo + Fo )+ F(Fyo + Fogf) = Frw + 2fayf + Fuu 2+ Fu(fo + Fo ).
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Hence,

2 3
Yn) = y(on) = B+ 5 b o)+ e+ 2 B+ Sl 1))+ O,

We next compute the Taylor series expansion of wiki(x,, y(z,)) + woka (s, y(z,)). Now
w1k (Tn, y(x,)) = wihf(x,, y(x,)), so it only remains to compute the expansion of the term

waka (T, y(wn)) = hwa f(n + ah, y(2n) + bk (20, y(2n)))

= hws f(wn + ah, y(z,) + bhf (20, y(22))).

But
a’h?
— f + Cth$ + bhfyf + T
where all functions on the right side of the equation are evaluated at (x,,y(z,)). Adding
these results, we get

1
foz + abh® fo, f + §b2h2fyyf2 + O(h?),

Wik (T, Y(20)) + wako (2, y(2,,)) = hf[wy + wo] + b2 fulaws] + W2 f, flbws]
+ BPws[(1/2)a® for + abfu, [+ (1/2) £, £2] + O(hY).

Hence,

LTE = hf[l —wi —ws] + W2 f[(1/2) — aws] + B* f, f[(1/2) — bw,]
+ %3[fm(1 - 3a2w2) + 2fay f(1 — 3abws) + fyyf2(1 - 36211}2) + fy(fx + fyf)] + O(h4)‘
Choosing
wy + wy =1, awy = 1/2, bwy = 1/2,

we can make the local truncation error O(h?). Thus, we get a family of methods in which
b=a, w; =1—1/(2a), and wy = 1/(2a), i.e, methods of the form:

Ynt1 = Yn + [1 - 1/(2&)]hf(:£n, yn) + 1/(2&)hf(1’n +ah,y, + ahf($n> yn))

For these choices, the local truncation error becomes

3

LTE = %[(2 = 30)(far + 2fay ] + fuuf?) + 2f,(fe + )] + O(hY)

3

12
Clearly, there are no choices that will also make all the O(h?) terms zero, and in fact, there
is not even a “best choice” to minimize the error. For example, one can show that for the
equation y' = y? that if ¢ = 1, then LTE = —(1/6)h*y + O(h?) for all a and for q # 1,
LTE = O(h') if a = (4q — 2)/(3q — 3), i.e., the best choice of a depends on the equation.

[(2 = 3a)y"™ + 3af,y"].

The family of formulas

Yni1 = Yo + [1 = 1/ Qa)[1f (2n, yn) + [1/(2a) 0 f (20 + ab, yn + ahf (20, yn))
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are called simplified Runge-Kutta methods. Two special cases of interest are a = 1, called
Heun’s method

Ynt1r = Yn + (0/2) [ (@, yn) + (h)2) f (@0 + Dy + 1 f (20, )
and a = 1/2, called the modified Euler’s method

Ynt1 = Yn + hf (0 + /2,y + (1/2) f (T, Yn)).

To apply the convergence theorem for one-step methods, we only need to determine the
Lipschitz constant

Bz, u) — Bz, v)| < Llu— o],
where

Oz, y) = [1 = 1/Q2a)lf(x,y) + [1/(2a)]f(x + ah,y + ahf(z,y)).
If we assume that |f(z,u) — f(z,v)| < Llu — v|, then
[P(2,u) = O(z,v)] < |1 =1/Qa)l|f(z,u) = f(z,v)|
+11/(2a)||f(z + ah,u + ahf(xz,u)) — f(x + ah,v + ahf(x,v))]
<|1—=1/(2a)|Lju — v| + |1/(2a)|L|u + ahf(x,u) — v — ahf(z,v)]
< [1=1/(2a)|Llu = v| + [1/(2a)[L]Ju — v| + ah| f (z, u) = f(z,v)]]
<|1—=1/(2a)|Lju —v| +11/(2a)|L[|u — v| + ahL|u — v]
= Llu—ol[[1 = 1/Q2a)[ + [1/(2a)| + [nL/2[] < L]u — 0],

—~~ o~~~ =

where
L= L[|1 = 1/(2a)| + [1/(2a)[ + |hoL/2]],
for all h < hy.
The classical 4th order Runge Kutta method (requiring 4 function evaluations per step)
is given by:
kl = hnf(xn7yn)7 k2 = hnf(xn+hn/2>yn+kl/2)>
k?g = hnf(xn + hn/Q, Yn + k2/2), k’4 = hnf<xn + hn7 Yn + k’3),
and

Unt1 = Yn + (k1 + 2ky + 2k5 + k4) /6.

If f and y are vectors, i.e., we wish to solve
Y' = F(z,Y), Y (x9) = Yo
where Y = (yy,...9,)" and

F(2,Y) = (ful@, gy, Un)s s fo(@yn, - yn)
We then replace k; by the vector K; = (kiq1,...,kin).

Remark: For m = 1,2, 3,4, mth order formulas can be constructed using only m function
evaluations per step. For m = 5, we require > m function evaluations.

If f and y are vectors, i.e., we wish to solve
Y= F(I>Y)7 Y(xﬂ) =Y
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where Y = (yy,...9,)" and

F(2,Y) = (ful@, gy, Un)s s fo(yn, - yn) T
We then replace k; by the vector K; = (kiq1,...,kin).

Example: Let Y = () and F(z,Y) = i@, w,2) . The modified Euler’s method for
z fo(z,w, 2)

the system of differential equations Y’ = F(x,Y"), with initial condition Y (zq) = Yy, is given
by:
Yo=Y, +hF(x, +h/2, Y, + (h/2)F (2, yn)).
Use this method to find approximations to w(h) and z(h) for the system
w =z 2=-cw, w(0) =a, =z(0)=0,

where a, b, ¢ are given constants.

In terms of w and z, we get:
Wna1 = Wy + hf1(xn + h/2,w, + (h/2) f1(20, Wa, 20), 20 + (B)2) fo(Tn, Why 20)),
Zna1 = Zn + hfo(xn + h/2, w, + (0/2) f1(Z0, Wiy 20), 20 + (0)2) fo(@0, wh, 2,)).
Now
w' = fi(z,w,2) =z, 2= folz,w,2) = —cw, w(0) =a, 2(0)=0.
So
Wpy1 = Wy + hfi(x, + h/2,w, + (h/2) 20, 20 — (h/2)cwy,) = wy, + h(z, — (h/2)cw,),
Zna1 = Zn + hfa(x, + h/2,w, + (h/2) 2, 2, — (B/2)cw,,) = z, — he(w, + (h/2)z,).
Then
w(h) =~ wy = wo + hlzo — (h/2)cwo] = a + hb — ach? /2.
2(h) = 2 = 2y — ch[wy + (h/2)z] = b — cha — cbh?/2.



