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THE BOUNDARY LAYER FOR THE
REISSNER-MINDLIN PLATE MODEL*

DOUGLAS N. ARNOLDt anp RICHARD S. FALK}

Abstract. The structure of the solution of the Reissner—Mindlin plate equations is investigated,
emphasizing its dependence on the plate thickness. For the transverse displacement, rotation, and
shear stress, asymptotic expansions in powers of the plate thickness are developed. These expansions
are uniform up to the boundary for the transverse displacement, but for the other variables there is a
boundary layer. Rigorous error bounds are given for the errors in the expansions in Sobolev norms.
As applications, new regularity results for the solutions and new estimates for the difference between
the Reissner—Mindlin solution and the solution to the biharmonic equation are derived. Boundary
conditions for a clamped edge are considered for most of the paper, and the very similar case of a hard
simply-supported plate is discussed briefly at the end. Other boundary conditions will be treated in
a forthcoming paper.
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1. Introduction. The Reissner—-Mindlin model describes the deformation of a
plate subject to a transverse loading in terms of the transverse displacement of the
midplane and the rotation of fibers normal to the midplane [9], [10]. This linear
model, as well as its generalization to shells, is frequently used for plates and shells
of small to moderate thickness. Specifically, let Q denote the region in R? occupied
by the midsection of the plate and w and ¢ the transverse displacement of 2 and the
rotation of the fibers normal to €, respectively. The Reissner-Mindlin model for the
bending of a clamped isotropic elastic plate in equilibrium determines w and ¢ as the
solution of the partial differential equations

(1.1) —div C £(¢) — M *(gradw — ¢) = 0,
(1.2) — M 2div(gradw — ¢) = g,

in © and the boundary conditions

(1.3) ¢=0, w=0,

on 09). Here g3 is the transverse load force density per unit area, £ is the plate
thickness, A = Ek/2(1 + v) with E the Young’s modulus, v the Poisson ratio, and k
the shear correction factor, £(¢) is the symmetric part of the gradient of ¢, and the
fourth-order tensor C is defined by

E

CT=D[(1-v)T +vtx(T)I], D 21 =7
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for any 2 x 2 matrix 7 (Z denotes the 2 x 2 identity matrix). Note that the load
has been scaled so that the solution tends to a nonzero limit as ¢ tends to zero. The
Dirichlet boundary conditions (1.3) model a plate which experiences no displacement
along its lateral edge. This is commonly referred to as a clamped edge (which is the
terminology we adopt here), although the terms welded or built-in are perhaps more
descriptive.

The Reissner—Mindlin model is an alternative to the biharmonic model for plate
bending. The biharmonic model gives the transverse displacement as the solution to
the boundary value problem

(1.4) DA*wy=g inQ, wy=0dwy/On=0 on .

With our scaling of the load function, the solution wg is independent of the plate
thickness. By contrast, the solution of the Reissner-Mindlin model depends in a
complex way on the plate thickness. It is the purpose of this paper to investigate the
structure of solution in its dependence on ¢.

We shall develop asymptotic expansions with respect to ¢ for w and ¢ (as well as
other quantities associated with the solution such as the shear stress). The expansions
are of the following forms®

W~ wo + EPwe + FPwg e
¢~ by + 1% (P2 + xPo) + 17 (3 + xP1) + - - .

Here the functions w; and ¢;, the interior expansion functions, are independent of
t. The functions &; are boundary correctors. They depend on ¢ only through the
quantity p/t, where p is the distance of a point of € from the boundary. More
specifically,

where 6 is a coordinate which roughly gives arclength along the boundary (see § 2),
and the function @;(n,0) has the form of a polynomial with respect to 7 times
exp(—\/mm. Thus P; represents a boundary layer function, which essentially lives
in a strip of width £ around the boundary. Finally, x is a cutoff function which is
independent of ¢ and identically equal to unity in a neighborhood of 9.

In §§ 3 and 6 we construct all terms of these expansions. Here we summarize
the results for the principal terms. The function wy is the solution to the biharmonic
problem above, ws solves

-1 8&)2 -1 0
DA’ws=——""_Ag inQ =0, ——=—_A o0
w2 6k(1 —v) e ™ 6k(1 —v) On wo o om R
and w3 solves
-1 2
DA?w3=0 inQ, w;=0, %:—8—Aw0 on 0N.

on 12V/3k3(1 —v) 0s”

1In order not to introduce unnecessary distractions, in this introduction we use a slightly
different notation than in the following sections. The w; and ¢2 of this section are A\~%/2 times

the corresponding quantities used in the remaining sections, and 451-,2(77,9) here is A™%/2 times

b, (v/An,0) used later.
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For the expansion of ¢, we have ¢y = grad wg, ¢o = grad ¢, where

1 0

AQ'(/J:O inQ, '(/J:mAOJO, —¢:0 On(?Q,

on

and
. __exp(=V12kn) 0
$o(n,9) = 6k(1—v) OJs

where s = s(6) is the unit tangent vector to 9€.

We prove a priori estimates for all terms of the expansions in § 4, and establish
error bounds for the remainders in § 5. With these results, we may easily investigate
the regularity of solutions of the Reissner—Mindlin system and their limit as ¢ — 0.
Supposing that g is sufficiently smooth, we have the following estimates, in which the
constant C' depends on g, €2, and the elastic constants, but is independent of ¢. Here
|| - |ls and | - |s denote the norms in the Sobolev spaces H*(€2) and H*®(9) (see § 2).

The transverse displacement w is regular uniformly in ¢, but the regularity of the
rotation ¢ is limited by the boundary layer:

wlls < C, s < OFmin(0,5/2=s5) s eR.
Jw]|

Awp(0,0)s,

Thus all derivatives of w remain bounded uniformly in L? as £ — 0, while for ¢, the
second derivatives remain bounded in L2, but higher derivatives will in general blow
up as t — 0.

The quantity ¢ := M ~2?(gradw — ¢), which is related to the shear stress, is often
of interest. From the above expansions we get

ATI¢ ~ gradw, — ¢y — xPo + t(gradws — ¢z — xP1) + -,
so it has a stronger boundary layer. Indeed, ¢ is not uniformly bounded in H*® for
s > %:
HCHS < Cr{min(o,l/2—s)7 seR.

Of course, the boundary layer does not limit the regularity of ¢ or ¢ at a positive
distance from 02 nor does it affect the smoothness of their restrictions to 9. Thus

@l 220y + |@ls + €l a2y +ICIs < C s €R,

for any compact subdomain 2. of Q.

In the limit as £ — 0, each of the variables w, ¢, and ¢ tends in L? to the leading
terms of its asymptotic expansions. The number of derivatives which converge and
the rate of convergence may be determined by examining the first neglected interior
and boundary terms of the expansions. We get, for each s € R, that

lo = wolls < CF2,
1 — ol < CFRRE279),
I¢ — AMgradws — o), < CE™M/21/279),
Note that for ¢ and (, the rate of convergence depends on the Sobolev norm under

consideration. For each of the variables, taking more terms from the expansions
increases the rates of convergence. For example,

Hw — Wy — 2?2(4}2”8 < Ct_?)’ H¢ _ d)() _ {2(4)2 + de())”S < Ct_min(S,?/Q—s).
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Taking sufficiently many terms in the expansions gives approximations of any de-
sired algebraic order of convergence in ¢ in any desired Sobolev space (provided g is
sufficiently regular).

It is also possible to use the asymptotic expansion to derive estimates in function
spaces other than H?®. Thus for example, we show at the end of § 5 that

| pllws < CT™nO2=9),

and, in particular, that @[z is uniformly bounded. Note that this is a better
estimate than we would get applying the Sobolev Embedding Theorem directly to the
estimates for ¢ in H®. It is also easy to show that

||w - WOHLOo < 0527 H¢ - ¢0||L°° < Can

but ¢ does not in general converge in L>(2).

The Reissner-Mindlin model is discussed in many places (under various names),
although not very much attention has been devoted to the boundary layer behavior.
The existence of a boundary layer is noted in [6, Chaps. 8.9-8.10] and [11, Chap. 3.5].
Assiff and Yen [2] also note the existence of a boundary layer, and use separation of
variable techniques to compute the exact solution to the equations on a circular plate
with a special load. This calculation exhibits the boundary layer, and may be taken
as an example of our theory. Héaggblad and Bathe recently studied the boundary
layer in more general situations via formal techniques and numerical experiments in
[7]. They also consider the effect of corners, which is not treated here. In [6],
[11], and [7], the authors emphasize a reformulation of the Reissner—Mindlin system
consisting of a biharmonic equation for w (with different right-hand side than (1.4)),
and a singularly perturbed Laplacian for rot ¢. These equations are coupled through
somewhat complicated boundary conditions, however, and we have preferred not to
use them. As far as we know, the explicit form of the asymptotic expansions and error
bounds for them are new.

2. Notation and preliminaries. The letter C' denotes a generic constant, not
necessarily the same in each occurrence. We assume that €2 is a smooth, bounded, and
simply-connected domain in R?. The L?(Q) and L?(92) inner products are denoted
by (-,-) and (-, -) respectively. We shall use the usual L2-based Sobolev spaces
H?(Q) and H*(09), s € R, with norms denoted by || - ||s and | - |s. The reader is
referred to [8] for precise definitions of these spaces and their properties, of which we
recall only a few here. For s > 0, H™® may be identified with the dual of Ijls, the
closure of C3° in H®. If s > 0, n > ¢ > 0 are real numbers, then the interpolation
inequality

(2.1) lgllzys < Cligle ™ llglleqn

holds. If g € L2(Q) and A™! g denotes the unique function in H2(Q) N H'(Q) whose
Laplacian is equal to g, then

CHIA gllsr2 <llgls <CIA gllsr2, 520,

where the constant C' may depend on s and 2, but not on ¢g. In other words, g —
| A™! g|ls1o defines an equivalent norm on H*(Q) for s > 0. This is also true for
s = —1, but slightly different negative norms are needed to extend this shift theorem
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to other negative values. We define ||g||s = || A" g||s+2 for g € L2(Q) and all real s.

Then || - |||s is equivalent to the ordinary Sobolev norm || - ||s for s > 0 and s = —1.
For s = —2, || - |IIs is equivalent to the norm in the dual space of H?(Q)N H'(Q). The
norm ||| - ||| can be identified for other values of s as well, but this is not necessary for

our purposes. From (2.1) we have

llglles < Cllghs =" Mallssns

valid for all real s > —2, n > ¢ > 0. We shall make frequent use of this fact to bound
sums of the form Y. t*[|g|lls+: by a multiple of the sum of the first and last terms.

We also require the quotient space H*(2)/R. An element p € H*(2)/R is a coset
consisting of all functions in H*(2) differing from a fixed function by a constant. The
quotient norm is given by

HMykzggﬂﬂb

In fact, [|p[ls/r = [[polls where po is the unique function in the coset p having mean
value zero.

We use boldface type to denote 2-vector-valued functions, operators whose values
are vector-valued functions, and spaces of vector-valued functions. Script type is used
in a similar way for 2 x 2-matrix objects. Thus, for example, divey € L?(€) for
¥ € H'(Q), while divT € L?(Q2) for T € H'(2). Finally, we use various standard
differential operators:

[ 0r/ox I L )
gradr = (87"/83/)’ divy = o + 95

div (tll t12> _ (8t11/8x+5)t12/8y>
t21 t22 61521/(“):6 + 81522/83/ ’

_ (%Pl _ 00U _ s
curlp—( 8p/8x)’ roty = 3y T

Note that these differential operators annihilate constants, and consequently induce
operators on the quotient space H*(2)/R for each s. We denote the induced operator
in the same way as the original. Thus, for example, if p € H'(Q)/R, curlp denotes
the element of L? obtained by applying the curl to any element in the coset p.

In our analysis, we rely on an equivalent formulation of the Reissner-Mindlin
plate equations, suggested by Brezzi and Fortin [3]. This formulation is derived by
using the Helmholtz theorem to decompose the scaled transverse shear stress vector:

(2.2) ¢:= M ?(gradw — ¢) = gradr + curlp, re H'(Q), peHY (Q)/R.
Setting t> =t 2/, one finds
—Ar=y,
—div C&(¢) — curlp = gradr,
—rotp+t>Ap=0,
—Aw=—divp —t*Ar,
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with the boundary conditions

P _yg

(27) r= 07 ¢ = 07 on

, w=0.

Note that r satisfies a Dirichlet problem for Poisson’s equation, which decouples from
the other three equations. Once r has been determined, ¢ and p may be computed
from (2.4) and (2.5) and their boundary conditions, and then w is determined by
a second Dirichlet problem for Poisson’s equation. Thus all the difficulties of the
problem have been concentrated in the system (2.4)—(2.5) for ¢ and p. When t = 0,
this system of partial differential equations is very similar to the Stokes equations. For
positive t, these two equations represent a singularly perturbed Stokes-like system.

It is easy to check that this reformulation is equivalent to the usual Reissner—
Mindlin formulation (cf. [3] or [1]). That is, if (w, @) € HY(Q) x H(Q) solves (1.1)-
(1.3) and (r,p) € HY(Q) x HY(Q)/R are defined (uniquely) by (2.2), then (2.3)~(2.7)
are satisfied, and, conversely, if (w,®,p,7) € H*(Q) x HY(Q) x H'(Q)/R x H(Q)
solves (2.3)—(2.7) then (1.1)—(1.3) hold.

To describe the boundary layer for the Reissner—-Mindlin plate, we shall employ
the standard technique of making a change of variable in a neighborhood of the bound-
ary. Let (X (0),Y(0)), 6 € [0, L), be a parametrization of 9 by arclength, and let g
be a normal tubular neighborhood of 99 in Q. Then, for each point z = (z,y) € Qo
there is a unique nearest point zy € 0). Let 6 denote the arclength parameter, with
counterclockwise orientation, corresponding to zo and p = |z — zo| the distance from
the point z to the boundary. Since )y is a tubular neighborhood of 92, the corre-
spondence (z,y) — (p,0) is a diffeomorphism between g and (0, pg) x R/L for some
po > 0. Explicitly, z = X(0) — pY'(0), y = Y (0) + pX'(0). A simple computation
shows that the Jacobian of the transformation from (z,y) coordinates to (p, ) coor-
dinates on € is given by 1 — k(#)p, where k denotes the curvature of 9Q. With these
definitions, the unit outward normal and counterclockwise unit tangent vectors are
given by

n=—gradp=—curlf, s=gradf = —curlp, on 09Q.

We use tildes to denote the corresponding change of variables for functions, i.e.,

f(p,0) := f(z,y).

We shall also use the stretched variable p = p/t. Circumflexes denote the correspond-
ing change of variables

f(ﬁv 9) = f(ﬂ;e) = f(:c,y)

3. An asymptotic expansion of the solution. We now turn to the construc-
tion of an asymptotic expansion with respect to the scaled thickness t = # /+/\ of the
solution of the Reissner-Mindlin clamped plate model using the formulation given in
(2.3)—(2.7). Clearly r does not depend on ¢, so we begin, in this section, with the
expansion of ¢ and p. In § 6 we consider the expansion of w and the shear stress.
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Our immediate goal is to develop approximations of ¢ and p by sums of the form

B(z,y) ~ ' (x,y) + ¢%(2,y) == > t'¢i(w,y) +X(p) Y t'®i(, 0),
=0 =0

pla,y) ~p' (2, y) +p° (@,9) =Y t'pi(w,y) +tx(p) Y _ ' Pi(p,0),
i=0 i=0

S
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where X(p) is a smooth cutoff function which is identically one for 0 < p < pg/3
and which is identically zero for p > 2py/3. (The power of ¢ multiplying the second
sum in each expansion was chosen in anticipation of the results that follow.) In this
section we shall calculate formally in order to motivate appropriate definitions of the
interior expansion functions ¢; and p;, and the boundary correctors &; and P;. In the
next section we derive some estimates for these functions, and in § 5 we give rigorous
bounds for the errors in the asymptotic expansions.
Now ¢ € HY(Q) and p € H'(Q)/R are uniquely determined by the equations

—divC&(¢) — curlp = gradr, in

—rotep+t*Ap=0 (mod R), inQ,

¢ =0, @207 on 0f).

on
In writing the second equation modulo R we mean that ¢ and p are to be determined
with —rot ¢ +t2 A p equal to an unspecified constant function. In fact if we integrate
this equation using the divergence theorem, it follows that if ¢ and p also satisfy the
boundary conditions, then the constant must vanish. Thus, although the equation
modulo R is formally weaker than (2.5), in fact together with the other equation
and the boundary conditions, we have an equivalent problem to (2.4), (2.5), (2.7).
The reason for introducing this complication is that it is more convenient to define
an asymptotic expansion that satisfies the second equation only up to an additive
constant.
Formally, (¢, p’) will be determined such that

(3.1) —div C&(¢") — curlp! = gradr, in Q,
(3.2) —rotp! +t? Ap! =0 (mod R), in Q,
(3.3) ¢! = -9, on 09,

and (¢?,p?) will be determined such that

(3.4) —div C&(¢®) —curlp? =0, inQ,
—rotpP +t2ApP =0, inQ,
op®P op’
. - Q.
(3.6) o 50 OO0 0

Inserting the series expansions for ¢!, p’, and ¢ in the first boundary value
problem and equating coefficients of corresponding powers of ¢, we obtain the boundary
value problems defining the interior expansion functions ¢; and p;:

(3.7) div C £(e) ) {gradnforizo,
. —dalv ;) —curlp; =
P 0,for ¢ > 0,
0 (mod R), for i =0,1,
(3.8) —rot ¢; = )
—Ap;—2 (mod R), fori>2,

and the boundary conditions
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(3.9) é 0, fori=0,1,
3.9 ;=
D, _o, fori>2.

In fact, (3.8) can be replaced by the simpler equation
(3.10) rot¢p; =0 (mod R).
To see this, apply rot to (3.7). Using simple calculus identities, we get that

E

It then follows from (3.8) that Ap; =0 for ¢ = 0,1 and, for i > 2,

E 2
APi= iy B P

By induction, Ap; = 0 for all 5. We thus use the system (3.7), (3.10), (3.9) to define
the interior expansion functions. This system is essentially the Stokes equations and
admits a unique solution in H'(Q) x L?(Q)/R (see Lemma ? below). Note that
the implied constant in (3.10) is uniquely determined by compatibility between this
equation and the boundary conditions in (3.9). We also remark that the right-hand
side of all three equations vanishes for i = 1, so ¢; = 0 and p; = 0.

To obtain the defining equations for the boundary correctors, we transform the
system (3.4)—(3.6) to p-6 coordinates. The equation for @B and pP corresponding to
(3.4) is

2 7B B 2 7B
?9(29 +A28¢ +Aga (752
dp 00

a¢B opB . 9pt
+ 4,0 ap +Ac

82 B
8¢2 +A1

+.A4 =0,

(3.11) A
where

D + (1 =v)(py)?*/2 (L4 v)pzpy/2 )

(1+v pmpy/2 (py)* + (1 =) (pa)?/2

-0 ("
( 299;,090 = V)0ypy (L4 0v)(Oyps + pry)/2> 7
("
-0 ("

b

1+v) yp:c + 0zpy) /2 20ypy + (1 —v)0zp,
Pax V)pyy/2 (L4 v)pay/2 >

@

(1 JF v Pry/2 Pyy + (1 = V)pzz/2

(1—v)(0,)?/2 (1+v)0,6,/2

1+V 00, /2 (9y)2+(1—V)(9z)2/2)
_ Orz + (1 — )0y, /2 (1+v)85y/2

Av=-D ( (L4 1)00y/2 Oy +(1— V)Hm/2> ’

As = —curlp, Ag= —curlf.

-D

Note that
As; =5, Ag=mn, on .
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In p-0 coordinates (3.5) becomes

L . 9B 82 =B _ 9pB 82 =B b
¢ — Ag - ¢ +t2< + A 1 Ay 502 + Ag ge) 0,

12) —Aj-
(3.12) > op a0 op> dp

where
A7 =Ap, Ag=|gradd|’, Ag=A¥.

In deriving (3.12), we use the facts that |grad p| = 1 and gradp - gradf = 0 . The
boundary condition (3.6) becomes

op?  op!
9p  on
The exact form of the coefficient functions in (3.11) and (3.12) is not essential.
However, the coefficients Ag and Ajs have some properties which will prove important.
LEMMA 3.1. The matriz-valued function flo(p, 0) and the vector-valued function
145(/)7 0) are independent of p. Moreover for each fized 0, Ao is symmetric negative
definite and As is a unit eigenvector of Ay with eigenvalue —D(1 — v)/2.
Proof. That these coefficients are independent of p follows from the observation

(3.13) on 0N.

that dp/dx and Op/dy depend on 6 but not on p. The second sentence is easily verified
using the fact that | grad p| = 1. [

The remaining coefficients are in general functions of both p and 6 and to obtain
the boundary layer equations, we expand them in Taylor series about p = 0. That is,
we define operators A7 () by the formal Taylor series expansions:

Ap,0) =S L H0), i=1,2,34,
J=0

and define Aé and flz, 1 =17,8,9, similarly. Formally inserting these expansions in
(3.11) and at the same time making the change of variable p = ¢/ gives

R 82(}33 N 32(£B R 8(& (9]3B
—2 0 0
t A() 3[)2 ./41 8ﬁ89 +A2 a,\ +A5 8p +
S N T Y.
14 j ] ]
(8.14) ;f G+ 1) (“41 o002 o
ﬁj J pP 38¢B AJ @ _
i (A g7 T Mg A g || =0
Similarly (3.12) becomes:
(3.15)
L ad) R an)B aQﬁB
J— 1 J— 0.—
t7 As 95 Aj 20 + 5572
= N o P opP 0%pB BpB
j+1 Jj+1 F J J _
+;t s 5 +j <A7 55 +tA] v +tA) =— = 0
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We now calculate the differential equations determining the boundary correctors
by inserting the series expansions for ¢ and p? (defined at the beginning of this
section) in (3.14) and (3.15) and equating coefficients of corresponding powers of ¢.
Neglecting the cutoff function x, we obtain from (3.14) the equations

Ao 3;520 As 881;0 =0,
Wt g yom g
and, fori:2,37~-~,
+: 2 pm < 1“—8 5’8; . +A§“78¢éﬁ2j +Aé+l%>
(e 2o

Introducing the convention b, = 0, P, =0 fori < 0, we may write these three
equations as

9*d;, . 0P
'1 A FZ A? 9 b
(3.16) Ao 8A2+ 58p (p,0) 1 €N
where
1—1 -
N PJ ok 451 1— 2 0P 1 0? 451 2—
Fi(p,0) = P J —J J J J J
(7.9) ;Oj! (“41 o500 oy A 00°
8¢2 2— aPZ 1—
J J AJ —J
Similarly, from (3.15), we obtain
(3.17)
. 0B, 9P .
— Ay — + =Gi(p,0) :=
i—1 .
_ ﬁ _Aj,aéllj JaP%lj JaPZ2J J8P123
E:ﬂ<'% g AT, T T T T )
i€ N.

Inserting the asymptotic expansions for p! and p? in (3.13), changing variables
from p to p, and matching powers, we obtain the boundary conditions
oP,; api
A’L (0) 0) pl
ap on

(3.18) (0,0), ieN.
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Finally, in order to determine the boundary correctors uniquely, we also impose
the conditions at infinity
(3.19) lim &;(p,0) =0, lim P;(p,0) =0.

p—00 p— 00

We remark that (3.17) is to be satisfied exactly, rather than up to an additive constant
(as was (3.10)). Similarly, because of the boundary condition at infinity, we have
specified P completely, not just up to an additive constant as was the case for p;. Once
the boundary correctors &), and P, for k < i and the interior expansion function p; are
known, we may view (3.16)—(3.19) as a boundary value problem in ordinary differential
equations in which the independent variable is p, the unknowns are 431 and ]5,-, and
0 plays the role of a parameter. As we shall see (in Theorem ?), this problem has
a unique solution. Therefore we can recursively determine all the interior expansion
functions and boundary correctors as follows. First we determine (¢, po) by (3.7),
(3.10), and (3.9). Then we determine (H¢, Py) by (3.16)—(3.19) (the right-hand sides
of (3.16) and (3.17) being zero and the right-hand side of (3.18) being known). Then
(¢1,p1) is uniquely determined by (3.7), (3.10), and (3.9), and so forth. Thus we have
proved the following theorem.

THEOREM 3.2. There exist functions ¢ (), pi(x,y) on Q and D;(p,0), Pi(p,0)
on Qo, 1 € N, unique except that p; is determined only up to an additive constant, which
satisfy the boundary value problems (3.7), (3.10), (3.9) and (3.16)—(3.19).

The Stokes-like boundary value problem (3.7), (3.10), (3.9) is well posed, but,
of course, we cannot in general determine its solution in closed form, even if r were
known in closed form. (However, the regularity of solutions to this problem is well
understood—cf. Lemma ?.) The system (3.16)—(3.19) can, in principle, be solved in
closed form. For example, the solution for i = 0 is

S 18, i oo .

(3.20) Po(p0) = =< 2(0,0)e™ 7, Bo(p.0) = A5 (0) (0, 0)e™,

where ¢ = [24(1 4 v)/E]"/2. (We show that this is the only solution in the proof of
Theorem ?.)

The following theorem gives the form of the solution for general i. In particular,
it states that @; and P; are polynomials in p times the decaying exponential e~¢°.

THEOREM 3.3. For each i € N, the system (3.16)—(3.19) has a unique solution
(431,]51) Moreover there exist smooth functions o, (6) and oy;r(8) depending only
on i, the domain Q, and the plate constants E and v such that

- o' Op;
_ _—c Ak J
Pi(p,0) = ¢ PZZZ%M )P 505, (0:0),
k=0 j=0 [=0
: NN 9 op;
Pi(p cp ” Ak——] 0).

The proof, an exercise in ordinary differential equations based on the form of the
coefficients of (3.16)—(3.17) as given in Lemma 3.1, is given in the Appendix.

This completes the construction of the interior and boundary layer asymptotic
expansions. In the next section we bound the individual terms of the series and
determine how nearly the finite sums satisfy the differential systems which motivated
their definitions. Then, in § 5, we prove error bounds for the finite sums of the
expansions.
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4. A priori estimates. We begin this section by deriving a priori bounds on
the boundary correctors using Theorem 3.3.

THEOREM 4.1 (A PRIORI ESTIMATES FOR BOUNDARY CORRECTORS). Let i be a
nonnegative integer. There exists a constant C depending only on the domain €1, the
elastic constants E and v, and s and i, such that

.
@l + Pl <CY |2 ,  s€ER,
i=0 s+i—j
1/2—s L m 3Pj
LR LN 9 S0 - R

§=0m=0

Proof. The first estimate follows from Theorem 3.3 by setting p = 0 and using the
triangle inequality. We now consider the second inequality. To establish the bound
for @;, we change to (p,0) coordinates and seek bounds on the integrals

(4.1)

1/2
L rpo _
/ / |05~ kB, 10p 0% 2|1 — k(0)p) dpdﬁ] , 0<m<s, 0<k<m.
0Jo

Now &; is a sum of terms of the form

(4.2) B
3l ap]' . . . . .
a(6) exp(—cp/t)f(p/t)ﬁ%(O,9)7 a smooth, f polynomial, j <4, <i— j.

The L?(Q) norm of (4.2) is bounded by C't'/2|9p;/0n|;, since

[ 1esocomrtomPap <t [ exsl-corro) dp.
0 0

Applying 05~™F% /9p5=™m00% to (4.2) gives t™~° times a sum of terms of the same
form except that [ may be as large as i — j + k < m + 4 — j. Thus (4.1) is bounded
by Ct'/? > =0 t™°|0p;/On|;mti-j. Summing over m = 0,1,--- s gives the desired
bound for @;, and that for P; is proved identically. [

We next summarize the basic regularity properties of the Stokes-like system which
defines the interior expansion functions.

LEMMA 4.2. Lets €N, f € HS(QNHYQ), g € H*(Q)/R, and I € H51/2(5Q)
be given. Then there exist unique ¥ € H*TY(Q), ¢ € H*(2)/R satisfying the partial
differential equations

(4.3) —div CE(Y) — curlg = grad f,
—rote =g (mod R),

and the boundary conditions

¥=1
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Moreover, there exists a constant C depending only on s, E, v, and Q) such that

[ lls1 + llalls/r < CULFNls + lglls/m + [Uss1/2)-

Remarks. 1. The restriction that the forcing function in (4.3) be the gradient of
an H L(Q) function is sufficient for our purposes and allows us to avoid some technical
points concerning duals of Sobolev spaces and trace operators with values in negative
order spaces. 2. If we replace div C £(1p) with A then the simple change of variables
(¥1,192) — (Y2, —11) converts (4.3), (4.4) to a generalized Stokes system, and this
result is well known [5]. Here we give a proof which works for general C based on
regularity results for the biharmonic.

Proof. Written in weak form, the boundary value problem is to find 1 € H'(f2)
such that ¥ = on 9 and q € L?(Q2)/R satisifying

(CE),E(k)) — (g rot p) = —(f,divp)
- (I‘Ot’l,[),’l)) = (gav)a

for all € H'(Q) and all v € L2(2) of mean value zero. Existence and uniqueness of
a solution in H'(Q) x L?(Q)/R is proved just as for the generalized Stokes equations,
e.g., by applying Brezzi’s theorem [4]. The estimate for s = 0 follows from the same
argument. To establish the estimate with s > 1, we apply the Helmholtz decomposi-
tion to ¢ to get 1 = grad z + curlb, with z € H'(), b € H(Q)/R. From (4.4) we
get

Ab=g (modR) in Q,

with boundary conditions 9b/dn = [ - s. Taking the divergence of equation (4.3) gives
—DA?’z=Af inQ,

with boundary conditions z = 0, 9z/0n =1 - n + 0b/Js. Applying regularity results
for the biharmonic problem and the Laplacian, we obtain

[ollsr2/m < Cllglls/m + +Uss1/2),
[2lls+2 < CUIA flls—2 + [Hsq1/2 + 106/ 05541 /2)
S CUIflls + [st1/2 + 11Blls42/r)
S CUAlls + stryz + llglls/m)-
The bound for 1 now follows directly by the triangle inequality and the bound for ¢
then follows from (4.3). 0
We now use the previous two theorems to obtain estimates for the interior expan-
sion functions.
THEOREM 4.3 (A PRIORI ESTIMATES FOR INTERIOR EXPANSION FUNCTIONS). Let

&; and p; be the interior erpansion functions. Then for all s > 0 and i € N, there
exists a constant C' such that

[@ills+1 + lIpills/r < Clllgllsti—z-
Proof. Since — Ar = g and r vanishes on 02, we have

(4.5) I7lls < Clilgllls—2-
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Thus, it suffices to prove that

(4.6) [@ills+1 + lIpills/m < Cllr{lss.

We prove this first for s € N by induction on i. For ¢ = 0, we get this immediately
from the defining equations (3.7), (3.10), (3.9), and Lemma 4.2. As already noted
¢1 = p1 = 0,50 (4.6) holds for i = 1 also. For i > 2, we apply Lemma 4.2, Theorem 4.1,
and the trace theorem to obtain

9p;

i—2
@ills1 + |Ipills/m < C|Pi—2lsq1/2 < C;) o

1—2
<O Ipsllorios:
7=0

s—3/2+i—j

Application of the inductive hypothesis completes the proof of (4.6) for integer s. The
proof for noninteger s now follows by a standard interpolation argument. 0
COROLLARY 4.4. For s > —% and i € N, there exists a constant C' such that

Op;
0s

Op;
on

il

+1Pils + |Pils < Clllglllsi—1/2-

S
Proof. As remarked in the previous section, p; is harmonic for all . Consequently,

the trace inequality

Op;

on

< CHpi||s+3/2/R

S

Op;
s

4

S

holds for all s, so the bounds on p; follow easily from the theorem. The bounds on ®;
and P; then follow from Theorem 4.1. B

We now combine Theorems 4.1 and 4.3 to obtain an essential result for the deriva-
tion of error bounds for the boundary layer expansion.

THEOREM 4.5 (A PRIORI ESTIMATES FOR BOUNDARY CORRECTORS). Let i, k,
[, n, and s be nonnegative integers and define functions f and f on Qg by

7= () gt 7= ()

Then there ezists a constant C' depending only on the domain €, the elastic constants
E andv, and i, k, I, n, and s, such that

I £lls.20 + Iflls.0 < CE**lgllitn—1/2 + 2 Ngllsritn—1/2)-

Proof. Note that, if in (4.2) we differentiate with respect to p (i.e., differentiate
with respect to p and multiply by ¢), we obtain something of the same form. The
same is true if we multiply by p. If we differentiate with respect to § we obtain a sum

of two terms of the same form, with one higher order of differentiation on dp,/On.
Hence, reasoning just as in the proof of Theorem 4.1, we obtain

=0 m=0

I/

5, T Hf|

m+i+n—j

An application of Corollary 4.4 completes the proof. 0
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We now consider the partial sums given by

= Ztl(bz(xvy)a pfn(w,y) = Ztipi($7y),
=0 i=0
b(xy) = %) Y _t'Pi(p,0), ph(w,y) =tx(p) > _t'Pi(p,0
i=0 i=0

Note that While @, and P; are only defined on the tubular neighborhood ¢ of 912,
m B and pB are defined on all of  because of the cutoff function x. By construction,
(pl,,pl)) and (¢Z,pB) should almost satisfy the boundary value problems (3.1)—(3.3)
and (3.4)—(3.6), respectively. We now make precise to what extent this is true.
For the interior expansion this is easy. The following theorem follows directly
from (3.7), (3.10), (3.9).
THEOREM 4.6 (BOUNDARY VALUE PROBLEM FOR THE INTERIOR EXPANSION).

Let m € N. The finite interior expansion (¢l . pl) e H'(Q) x HY(Q)/R satisfies the
boundary value problem

—div CE(¢pl)) — curlp! =gradr inQ,
—rot ¢!, +t2 Ap! =0 (mod R), in Q,
¢l = -8, on 0.

For the boundary expansion, it follows from (3.18) that the boundary condition

O _ P,
(47) % = an on 39,

is satisfied exactly, but for the differential equations the situation is more complicated.
Define the residuals R,, and R,, by the equations:

(4.8) —div CE(¢pB) — curlp? =R, inQ
(4.9) —rot ¢2 +t* ApE =R, inQ.

9

The following theorem shows that these residuals are indeed of high order with respect
to t.

THEOREM 4.7 (BOUNDARY VALUE PROBLEM FOR THE BOUNDARY LAYER EXPAN-
SION). Let m € N. The finite boundary layer expansion (¢2,pB) € H'(Q) x H ()
satisfies the boundary value problem (4.7)—(4.9), with the following bounds valid for
the forcing functions R,,, Ry:

[Ronlls < C(tm+3/2_s||9||m+1/2 + tm+5/2||9||m+s+3/2), s=-L0,---
[Rmlls < CE™ 270 gllmyrje + "2\ gllmsssare),  sEN

Proof. Tt suffices to prove the theorem with the right-hand sides replaced by

s+1 s+1

™27 3 e s and CE 27237 g g2
=0 =0
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respectively. In addition to the portion of the residual due to truncating the series
after finitely many terms, we must consider the contributions from two other sources,
namely the replacement of the coefficients by Taylor polynomial approximations and
the suppression of the cutoff function x. Because of the presence of the cutoff function
X in the definitions of ¢Z and pZ | it is easy to see that the residuals R,, and R, will
vanish for p > pg, i.e., in Q\ Qp. In Qp, after changing to (p, ) variables, we have
(cf. (3.11))

R R 82(]38 . 02 B . aqu N 32(&3 R aéB
m — t72 m t71 m m L T
R Ap 5ﬁ2 + Ai 9700 + Ay o5 + A3 962 + Ay 90
+t7'A Obm + A O _ X(p)R., + R?
5 8ﬁ 6 80 = X\p m m)
where
i R oP,
RL,=) t|A C+ A
2. ( "o 8ﬂ>
m—+1 A >
i - 0 éz—l 1 8@1—1 n 82@1—2 1 adsi—Z A aPi—l
t A
+ ; (“41 apo0 T Tas T T TAIT 20 )
. 0% . 0b
m-+2 m m
+t <A3 892 A4 80 > )
) m OB, 5 W 0bi1 | ;=
an =x'(p) [Ztl <2Ao P +A5Pi> + Z t' <A1 20 : +A2@21>
i=0 i=0
+X"(p) Yt A,
i=0

and we have again used the convention that terms with negative indices vanish. Now
for any k£ > —1

_ LISV B
Ai(p,0) = 3 ST A0 + AT ,0)
§=0
where ) 5
Ok +1 A, (1—s)*
A’f+1(p 0) _ o 8pk+l (Sp7 ) K dS, k > 07
Al(pve)v k=-1.

The other coefficients admit similar Taylor expansions (except for Ao and A5 which
are functions of  only). Substituting these expansions for k = m —i and using p = tp,
we get
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m+1
. 02, odb,
i m—i+1 m—i+1 i—1 m—i+1 i—1
’ ; #(th) (A awn T4
9%b;_, ob;_, OP,_4
Am 1+1 Am +1 Am 1+1 >
00° 09 90
P, . 0P
m+2 m
+t (.A e + Ay 20 )
. U 82¢ A 6 éz 7j—1 ]aéz j—1
_;t A 957 +A' ]Z ( opos 7 op
3 @ —92 345 2 ap 1
J i—j— J i—j— 7 i—j—
+ ./4 20 —|—A a0 +A 20 )]

m—+1 -
8 n—i 8@‘_1
tm—i—l wn i+1 (Am i+1 + A;n i+1 1A
Zl - ap 00 ap

A
o0 e T
9%d,, 845
1P Az + A :
where we have used the identity Y.~ Z;n:_ol F@i,j)=>", Z;:o F(i—j,7) to obtain

the second equality. Now the term in brackets vanishes by construction (cf. (3.16)).
Thus

Am z+18 @1 2 Am 7.+lagp7z 2 Tm—it+1 81511>

m—+1 N
~ AL — L 8 Sp 1 845_1
Rl — thrl m—i+1 m—i+1 i— m i+1 1

+j;"*i+1&i2—2 ﬁmiJrl%_i_jgniJrl%)
e (428 422
or
) R, ="t [Zp] (AJ % gej + A ad;”i ! +,4]7a 4;”;2] !
g e ) (Al Al )|

A similar computation gives R,, = X(p)R%: + R2,, where

- S i 0P P, 0*P
L ym+2 Vo — Al m—j AJ m—j AJ m—j—1

2 OP, i 4 02P,, opP,,
jOm—j—1
49— ) <A8 o Ty )
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and
= op, ol m
N2 _ o i i
R, =X'(p) [t;_ot ( Asd ap>+t§ Py | + X (p)t ;ZOtPZ-.

It suffices to show that the desired bounds are satisfied by each of the terms R} , R2 |
Rl and R%. The bounds on ||R. ||s and ||RL,||s, s > 0, follow from the expressions
for the residuals just computed and Theorem 4.5.

We next bound ||R2,||s and || R2, ||§, s > 0. Using the expressions for #; and P;
given in Theorem 3.3, we can write R2, and R2, as a sum of terms all with a common
factor of e~°?. Now, because of the presence of the factors ¥’ and ¥” in the definitions
of R?, and R2?,, each of these terms vanishes for p < po/3. On the region where

m
P> Po/ 3
-J . .
< ()0 2oy
with K; := max,>o2/e™® < oo, for any desired power j. Using this result, referring

to the expressions given in Theorem 3.3, and applying Corollary 4.4, it is not difficult
to show that for any j and suitable C

(4.11) IR ls < C¥gllmisirses [Rulls < CENgllmps1y2-

Finally, we establish the first estimate when s = —1. First we note that
a1 . A

Substituting this and analogous expressions for ./fl%, jl%, .;li, and 2{% in (4.10) we get

Rl _ Rll +R12+R13

where
S ’”ﬁ_ YL Y S
=t ;O ( a0 T,
02d 1 od L 0P, i
J m—j— J m—j— AJ m—7
AT A ATy )]
. - 9%,
R}qf:tm-"_g./‘l?, 5
00
and

RA — 4m+ Em j+ + a ¢ 8@ A a2$ .
4.12 13 _ t 2 AJ+1 ] 1 Y Fm—j ]+1 UFm—j (]4 107 Pm—j—1

Jj=0

5 8@ i s ap J 8@
741 m—j—1 Jj+1 m—j—1
AT A g ) + A
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By (3.16)

. . 0’d . OP,
Rl — _ym+1 mtl 4 9Fm+
m AO 6pA2 + As 8/3 )

or

R = 2 (PPt 4 0P )
Therefore, for any ¥ € H(Q),

(4.13)
(xR, ¥)

PO R ém R pm B
_gm+2 / / (Aota S A7 a,fl) B(p, 0)[1 — 5(0)p] dpdt

L rpo R 6!5 o 9 .
= ¢"t2 9Fm+1 09y B
=t /O /0 (Aot 9p + A5Pm+1> ap {x(p)w(p, 9)[1 K(Q)p]} dpdf.

Applying the Schwarz inequality and Theorem 4.5 gives
(4.14) (xR, 9) < O™ gl pollap 1,
or, since ¢ was arbitrary,

IXR -1 < "2 gl ia o

Similarly,
PO (92@
(R = / Ao ZZ (. 01— w(0)0] dpil

o | / " Aga(';’; L G0.0)01 — 5(0)0]} dpdd,

whence
IXRZ(l -1 < Ct™ 2| g]l g1 /2.

Finally, applying Theorem 4.5 directly to (4.12) and (4.11), respectively, we get
IXR.Z -1 < ClIR o < CE™ 52 gl o,

and
IR |1 < IR llo < CE™ 52| gl s o-

Since R,, = YRL + xR!2 + YR!3 + R2,, the last three equations imply
[Rnll-1 < Ctm+5/2||g||m+1/2,

as desired. 0
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5. Error estimates. Let
dF=p— ) — ol ,
=¢—[po +tpy + -+ 1", + X2 Bo + PP + - + 1P, )],
pE=p—pl—pE,

=p—[po+tpi+ - +t"py +X(tPy +t*P + -+ " P, o).

Thus ¢Z and pZ denote the errors in the asymptotic expansions up to order roughly
n. Since ¢; and p; vanish,

¢ =7 =d—do, Py =pf =p—po.

In this section we derive rigorous error bounds for ¢Z and pZ. In Theorem ? we
bound the error in H'(2) x L?(2)/R and in Theorem ? we bound the error in higher
order Sobolev norms.

THEOREM 5.1 (ERROR ESTIMATES FOR ¢ AND p IN ENERGY NORM). There
ezists a constant C' independent of t such that

16F (11 + IpFllo/m + tll grad pt [lo < CE/2||g||-1/2
and formn > 2
Il + 1o los + ¢l grad pillo < O 2 gllu—sjz + " 2llglln-1/2).
Proof. 1t follows easily from (2.4), (2.5), (2.7), Theorem 4.6, and (4.7)—(4.9) that

(@F, pP) satisfy the partial differential equations
(5.1) —div CE(pY) — curlp? = —R,,_»,
(5.2) —rot ¢F + 1> Apf = —R,,_5 (mod R),

and the boundary conditions

opE Opn— Opn,
(5.3) oL =0, 9Pn _ _n—19%Pn-1  nPn

" on on on

Writing these equations variationally, we get for all ¢ € H Q) and ¢ € L?(2) with
mean value zero,

(5.4) (CE(D)), E(W)) — (curlpf, ) = —(Rn_2,9),
( f,curl q) + t2(gradp£, gradq) = (R,,_2,q) — t" ™ (Opp_1/0n + tdp, /On, q).
Now let
v_.85_ 1 / E
p'n, - pn meaSQ Qpn dl’

denote the difference between pZ and its mean value. Choosing ¥ = ¢Z and ¢ = pZ
and adding the equations, we obtain

(CE(@r),E(¢r)) + t*(grad pf, grad p},)
= —(Ry—2,05) + (Rn—2,pL) — t""(Opn_1/0n + tOp, /On, Pl ).
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Applying Korn’s inequality and standard estimates, we thus obtain
lof 117 + | grad pfl 1§ < C(|Rn—2ll-1ll#% 11 + | Rn—2llollpk [lo/e-
+ " (|0pn—1/0no + t|0pn /Onlo) [Py, lo)-

Now

_ _ 1/2) — 1/2 _
5210 < CIPEII 2 IBE]1Y* < Ot~ Y2 |pElojm + /%] grad p o),

so the last term in the previous estimate may be bounded by
Ot Y2(|0pn—1/0nlo + t10pu—1/9nlo)(IIpy llo/m + t] grad p;/|lo)-
Now choose 1) € H L(Q) satisfying
roty =py, %[l < Cllpy llose-
(The existence of 1 follows from Lemma 4.2.) From the first variational equation, we
obtain
ey 15/m = (07, 5)
(CE(D),EW)) + (Ru—2,9)
< Cl9lh (#7511 + | Ra-2ll-1),

and so
P llo/e < Cllr 111 + [ Rn—2ll-1)-

Combining all these results and using the arithmetic-geometric mean inequality, we
obtain

87 111 + 127 llo/e + ¢l grad py [lo
< C|||Ru-2l-1 + | Ru—2llo + " "/%|0p—1/0n|o + t"T3/2|0p,, /On]o | -
Note that if n = 1, the right-hand side reduces to Ct3/2|0py/On|o. The theorem
follows immediately from this estimate, Corollary 4.4, and Theorem 4.7. 0
We now turn to the derivation of error estimates in higher norms.

THEOREM 5.2 (ERROR ESTIMATES FOR ¢ AND p IN HIGHER NORMS). Let s > 2
be an integer. Then

167 s + tlpTlls/e < CE2 gl 172 + tllglls—2)
and formn > 2

lpr lls + tlpi |/ < CUE275 | glln-sj2 + " lgllnss—2)-

Proof. By standard regularity results for the Dirichlet problem for plane elasticity
and (5.1),

(5.5) #7115 < Clldiv CE(¢p)|ls—2 < C(|| grad py, [|s—2 + [| Rzl s—2)-



THE REISSNER—MINDLIN PLATE MODEL 303

Using regularity for the Neumann problem for the Laplacian and (5.2) and (5.3), we
similarly obtain

opy;
Ipy llsjm < C <|| Apy|ls—2/r + ’—

E
s—3/2

on

6pnfl
on

Opn
on

+ tn

<C (t_2|| rot ¢5||8*2 + t_2||Rn72||572 +t!
s—3/2

s—3/2> .

Combining these results and using Corollary 4.4 and Theorem 4.7, we get for n > 1,
s> 2,

167 s + tllpy lls/m < C (ll gradp;, [|s—2 + | Ru—alls—2 + 7| rot ¢/ [[s—2

Opn

8pnfl
tn-i—l
+ on

O s—3/2>
< C(IPFlls—1ym + 7 @5 ls—1 + 32 75|g ]l 32
+ tn+1/2”g”n+sf5/2 + tn”g”n-i-s—S + ¢ Han-i-s—2)-

+t_1||Rn72H572 +t"

Since R_1, R_1, and p; vanish, for n = 1 we can simplify this result to

16T [ls + T ls/m < CUPT s—1/m + ST 51 + tllglls—2)-

Thus
o5 N+ tlpk|ls/m
ClpTlls—1/m +t7 @7 ls—1 +tllglls—2), n=1,
<
L CUPE|s—1/r + T HIGE sm1 + 73275 |gll sz + T gllngs—2), T > 2.

For s = 2, the theorem follows from this relation and Theorem 5.1. We can complete
the proof using this relation and a simple induction on s. 0
As a consequence of Theorems 5.1, 5.2, and 4.3, we easily obtain bounds on ¢
and p.
THEOREM 5.3 (BOUNDS ON ¢ AND p).
IBlls < CEP*lgl1j2 + tgls—2 + lglls=s),  s=1,2,--,
Iplls/e < O gll-1j2 + llglls—2), s €N.

Proof. From Theorems 5.1 and 5.2 we have
T lls/m < CE2*gll-1/2 + llgllls—2), s €N.

By Theorem 4.3,
Ipolls/m < Cliglls—2-

Applying the triangle inequality, we obtain

Iplls/m < 11T 1o/ + llpolls/e < CE2 gl 1/2 + llglls—2)-
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A similar argument gives the estimate on ¢. 0

We may use the interpolation property of the Sobolev norms to obtain bounds
on ||¢Z||s and ||pE||s for noninteger s similar to those given in Theorems 5.1 and 5.2
for integer s. In particular we have

oF 15,2 < C(|lT |2l 0T 115) >
< Ot ?||gll—1/2 + tllgllo) ™ 2 |gll =1 /2 + tllgll1)]*/?
< C(lgll-1j2 +t)gll)

and, similarly,

1p¥ I3 /272 < CUPTE I /ellpFll2/m)"?

< CI2 gl -1/2t2llgll-1/2 + llgllo)] 2
< C(llgll-1/2 +t"?llgllo)-

Combining with Theorem 4.3 as above, we get

(5.6) Iplls/2 < Cllgll-1/2 +*2lgllh),
(5.7) Iplls/2/m < Cllgll-1/2 + "2 llgllo)-

In general, however, higher norms of ¢ and p do not remain bounded as ¢t — 0.

Thus far our estimates have all been in the L2-based Sobolev spaces H*. In
closing this section, we note that our asymptotic expansions and error estimates can
be used to study the dependence of the solution on ¢ in many other function spaces
as well, for example in the LP-based Sobolev spaces W or the Holder spaces C"™.
To determine the behavior of the norm |¢|lws with respect to t, for example, we
may write ¢ = ¢Z + ¢, + ¢p5_,. Now, assuming g is sufficiently smooth, ||¢Z|],15/2
is bounded uniformly in ¢. Hence, if n is sufficiently large (n > s — 3 in this case),
then the Sobolev Embedding Theorem implies that [|¢F||ws is bounded uniformly.
Each of the interior expansion functions is bounded in all the H* spaces, so |||l
is also bounded uniformly. Thus the behavior of ¢ is determined by that of ¢Z , =
X (t2®Po+t3P1+- - -+1"P,,_5). Since we have quite explicit expressions for the boundary
correctors (Theorem 3.3), it is not difficult to determine the behavior of ¢Z ,. We
see that [|¢5_,|lws = O(t*~*). Thus

[@llws = O@mn==0)),

Estimates of other quantities, including the errors in the partial sums of the asymp-
totic expansions can be derived similarly. With a little effort we can get a bound
which indicates explicitly the dependence of the norm on the load function g as well.
However, we do not expect that the required regularity on g in these estimates (and
in some of the previous ones as well) is optimal.

6. Asymptotic expansion of the transverse displacement and shear. In
the previous sections we obtained and justified an asymptotic expansion for the ro-
tation variable ¢. We now turn to the other primitive variable, w, and obtain an
expansion for it. In contrast to ¢, we will see that w has no boundary layer.
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Define the auxiliary variable v = w — t?r. Clearly v = 0 on 92 and, from (2.6),
Av = div¢. Then, taking the divergence of (2.4) and substituting (2.3), we easily
compute that D A2v = D Adiv ¢ = ¢. Next, note that grad v = grad w—t2 grad r =
¢ + t? curlp. Since ¢ vanishes on 9%,

dv  ,0p
a—n——t a, on 0f).

Thus v is completely characterized as the solution of a certain Dirichlet problem for
the biharmonic operator, and it is easy to see how to expand it in powers of ¢. For
i € N, define v; by the biharmonic problem

g, =0,

0, i>1,
0, i=0,1,

v; =0, Ov;/On=<{ —0po/0s, 1=2, on 0N.
—0pi_2/0s — OP;_3/0s, i >3,

Dszi:{ in Q,

The coeflicients in the asymptotic expansion of w are then given by

{ Vi, ) 75 2,
Wi = .
v+, 1=2.
Note that wq satisfies the boundary value problem
2 . Owo
DA“wy=g inQ, woza—:o on 0f).
n

It is useful to express the first terms of the expansions for w and ¢ in terms of wy.
First of all, there is a simple relation between wy and ¢q.
THEOREM 6.1.

¢o = grad wy.

Proof. From (3.10) and (3.9), it follows that ¢, = grad p for some p € H2(9Q).
Inserting in (3.7) and taking the divergence gives

DA’ p=—Ar=y.

Comparing with the defining equations for wgy, we see that yu = wy. 0
Clearly w; = v; = 0 and wy = vs + r, where

(6.1) A?vy; =0 inQ, vy =0, Ove/On = —0pg/0s on I,
(6.2) Ar=—g in{Q, r=0 on JNQ.

Now, from (3.7),

opo .. or  _O0Awy  Or
dpo .. B 0Awy
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Using (6.3) in (6.1) and combining with (6.2), we get

0 oOA
A’wy=—Ag onQ, we =0, ﬂz—D w07
on on
which is a biharmonic problem for ws. From the definitions, ws = w3 is a biharmonic
function vanishing on 9 with dws/dn = —IdPy /s (since p; = 0). Using (3.20) and
(6.4) to simplify the latter boundary condition gives the following biharmonic problem
for ws:

D 2
A’w3; =0 inQ, w3 =0, %:f—a—QAwo on 0N.
on ¢ Os

Turning to the expansion for ¢, the expression for @ in (3.20) becomes, in light of

(6.4),

dAw
0s

To determine ¢, we note from (3.10) that rot ¢ is constant. Since

/r0t¢2:— ¢2'S:/ QSQ'S:O,
Q o oQ

rot ¢ = 0 and ¢po = grad ) for some function . Substituting in (3.7) and taking the
divergence shows that v is biharmonic. Then the boundary conditions grad ¢y = —®
on 00 determine ¢ modulo R and ¢2 completely. In light of (6.5), the boundary
conditions on ¢ become

(6.5) @(p,0) = —D (0,0)e"s.

Yv=DAwy (modR), 9Y/On=0 on 0.

We now obtain a priori estimates for the w; and error estimates for the finite sums
of the expansion.
THEOREM 6.2 (A PRIORI ESTIMATES FOR THE w;). Let i € N, s > 2. Then

lwills < Cllgllls+i-a-
Proof. This follows easily from regularity for the biharmonic equation, Corol-
lary 4.4, and (4.5). 0
Let wZ = w — E?:o t'w; denote the error in the partial sums of the asymptotic
expansion

oo
w ~ E t'w;.
=0

The next theorem bounds the error in expansion. Note that the order of the error is
the same in all Sobolev norms, reflecting the fact that w does not involve a boundary
layer.

THEOREM 6.3 (ERROR ESTIMATES FOR w). Forn=1,2,--- and s =1,2,---

HWEHS < C(tn+1||g||n+573 + tn+s+1”g”n+2873)'

Proof. Set v =v—3Y""_, t'v;. Note that wZ = v¥ for n > 1, and w¥ = v¥ +?r,
so it suffices to prove the theorem with wZ replaced by vZ.
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Now

DA*vE =0, inQ,
vf =0, on 09,
and
% ,tQQ
on 0s

8 n+s—1 n+s—2
= *tza (PE+S—1 + Z t'pi + Z tlpi—1> .

i=n—1 1=n—1

(p - Pwlz—z - pf—g)

Thus, using regularity results for the biharmonic problem,

B
ovy;

o], < c‘

s—3/2
n+s—1 n+s—2

<cr? <||pr€+s—l||s/R + Z tllpills/m + Z tz|Pi1|s—1/2> :
i=n—1 i=n—1

Applying Theorem 5.1 or 5.2, Theorem 4.3, and Corollary 4.4, we get

n+s—1
loEl, < (t"—l/zgm5/2+t"+3—1||g||n+25_3+ > t1||g||i+s—2>

i=n—1

< Ot M| gllngs—s + " gllnr2s—3),

as desired. 0

Using a similar argument, we can also obtain regularity estimates for w in H*(2)
uniform with respect to t.

THEOREM 6.4. For s = 2,3,--- there exists a constant C independent of t such
that

lolls < Clllglls—s + llglls—2), s=2,3,
[lwlls < Cllglls—a + t°llgll2s-a), s=4.

Proof. Using standard regularity results for the biharmonic problem and (4.5),
we get

(6.6) lwlls < llvlls + £2lIrlls < Cllglls—a + t*10p/Os|s—3/2 + t*[|glls—2)-
When s > 4, we substitute p = Zf;g tip; —l—fo;g t 1P, +pP 5, into (6.6) and apply
Corollary 4.4 and Theorem 5.2 to estimate the right-hand side, obtaining
s—2 s—4
[wlls <C (93_4 + th+2”g”s+i—2 + th+3||g||s+i—1 + t1/2||9||s—7/2> .
i=0 i=0

which gives the desired result.
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When s = 2 or s = 3, we substitute p = py + p¥ into (6.6) and complete the proof
with a similar argument. [

Recall that the scaled transverse shear stress is given by ¢ = t~2(gradw — @),
which we decomposed as gradr + curlp. We can obtain an asymptotic expansion
for the shear stress from either of these expressions, in the former case noting a
cancellation due to Theorem 6.1. Thus, formally,

¢~ (gradwy — ¢2) +t(gradws — ¢3) + -+ — x(Po +tP1 +--+)
~ (gradr + curl pg) + t* curl py + t> curlps +-- -+ x(tcurl Py + t*curl P, + - - -).

In light of our previous results, it is straightforward to bound the individual terms in
either of these expansions as well as the remainders when the expansions are termi-
nated. Here we content ourselves with determining the regularity of the shear stress
vector and its dependence on t.

THEOREM 6.5. Let s > —1 be an integer. Then there exists a constant C' inde-
pendent of t such that

ISls < CE 2 llgll-1y2 + lgllls—1)-

Proof. This follows immediately from Theorem 5.3 and (4.5). [
Similar bounds hold in the noninteger order Sobolev spaces. In particular,

11172 < Cllgll-1/2 +2ligllo),

as follows immediately from (4.5) and (5.7). In general ||¢||s will blow up as t — 0 if
s > 1/2. Thus the shear stress evidences a rather strong boundary layer.

7. Hard simply-supported boundary conditions. Two sets of boundary
conditions are commonly used with the Reissner-Mindlin equations to model a simply-
supported plate. Boundary conditions for a hard simply-supported plate are

M,p=0, ¢-s=0, w=0,
where M,,¢» = n'C E(¢)n, or, in (p,d) coordinates,

~— ([ 9 ¢

(For a soft simply-supported plate the condition ¢-s = 0 is replaced by s*C £(¢)n = 0.
Thus, in both cases the lateral edge of the undisplaced plate is not permitted to
displace vertically. In the soft case a vertical fiber on the lateral edge is permitted
to rotate freely, while in the hard case it may only rotate in the plane normal to the
edge. The soft conditions would seem to be easier to realize in practice.)

The boundary layer analysis for the hard simply-supported plate, which we con-
sider in this section, is very similar to that for the clamped plate. The soft simply-
supported plate has a significantly stronger boundary layer which will be investigated
in a subsequent paper.

The only difference in the asymptotic expansions themselves for the hard simply-
supported Reissner—Mindlin plate and the clamped plate is that the boundary con-
ditions for the problems defining the interior expansion functions must be modified.
All
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the major estimates for the expansion functions and all the error analysis carries over.
However, at a few places in the analysis additional terms must be considered. In this
section we indicate very briefly these additional considerations.

As in the case of the clamped plate, we use the decomposition of the shear stress
vector, given by formula (2.2). We then obtain the reformulation of (2.3)—(2.6), where
the boundary conditions (2.7) are replaced by:

r=0, ¢-s=0, M,$p=0, 9Ip/On=0, w=0.

The forms of the asymptotic expansions for ¢ and p are the same as those given in
§ 3 for the clamped plate, and the interior approximations satisfy the same partial
differential equations (3.7), (3.10), but the boundary conditions (3.9) are replaced by

- {o, i=0,1,
i S = A

—D; 3-8, 1>2,

and
0, i=0,
M, ¢; =3 D(0%0/dp) - n, i=1,
D[(8B;_1/0p) - n — v(0D;_/0) - s], i>2.

The boundary correctors are again defined by (3.16)—(3.19). Thus, the analysis in
§ 3 remains valid. In particular, Theorem 3.3 still holds and the formula for the first
boundary corrector is again (3.20). It follows immediately that M, ¢1 = 0 on 99 and
hence ¢1 =0, p; = 0.

To bound the errors in the asymptotic expansions, we need analogues of the results
proved in § 4. From the form of the boundary correctors (given in Theorem 3.3), we
get immediately that

0P;
on

)
s+i—j

Op;
1 Dl +t =2
() 2.+ e

Cos-
s j=0

for all s € R, ¢ € N. To estimate the interior expansion functions we use the following
analogue of Lemma 4.2.

LEMMA 7.1. Let s € N, f € H5(Q) N HY(Q), g € H*(Q)/R, k € H*1/2(Q),
and 1 € H*=Y2(99Q) be given. Then there exist unique ¥ € H*'(Q), ¢ € H*(Q)/R
satisfying the partial differential equations

(7.2) —div C&(Y) — curlq = grad f,
—rot1h =g (mod R),
and the boundary conditions
P-s=k, Mpp = 1.

Moreover, there exists a constant C depending only on s, E, v, and ) such that

[lls+1 + llalls/m < CULFNs +llglls/e + [Flsa2 + s—1/2)-
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Proof. The weak form of the boundary value problem is to find 1» € H'(£2) such
that 1 - s = k on 9Q and ¢ € L?(Q2)/R satisifying

(CEMW),E(m)) — (g rot p) = —(f,divp) + (I, p-n),
- (TOt"/’vU) = (97U)7

for all p € H'(Q2) such that p-s =0 on 9Q and all v € L*(Q) of mean value zero.
Existence and uniqueness of a solution in H*(2) x L?(2)/R is proved just as for the
generalized Stokes equations, e.g., by applying Brezzi’s theorem [4]. The estimate
for s = 0 follows from the same argument. To establish the claimed regularity for
s > 1, we apply the Helmholtz decomposition to @ to get ¢ = grad z 4 curlb, with
z e HY(Q), b e H(Q)/R. Now, it suffices to show that

1lls2/m + |2lls+2 < C(1flls + llglls/r + [Elsta/2), s €N,

since this gives the estimate on 1 immediately, and that on ¢ then follows from (7.2).
From (7.3) we have

Ab=g (modR) in Q,

with boundary conditions 0b/0n = k, so the desired bound on b follows from regularity
for the Neumann problem for Laplace’s equation. We prove the desired estimate for
z by induction on s. The case s = 0 follows from the bound on ||4; since z = div .
Thus we assume that s is a positive integer.

Let w= DAz + f. Since

on

0 0b b
Mn(Curlb) = D(l — I/) <838n —+ H&g) s

M, (gradz) = D {Az— (1-v) (% +H%>} ,

the boundary conditions for ¢ imply that
w—f=DAz=1+D(1—v)(0%/)0s* + k0z/On + 0k/ds — kDb/Ds) on OQ,
or, since z and f vanish on 01},
w=1+D(1—v)(k0z/On+ 0k/0s — kOb/Ds) on O
Now, taking the divergence of equation (7.2) gives
—DA’z=Af inQ.

so w is harmonic. Applying regularity for the Dirichlet problem for Laplace’s equation
then gives
lwlls < C(|02/0n|s—1/2 + |0k/Ds|s—1/2 + |0b/Ds|s_1/2)
< O(2lls41 + [kls+1/2 + 10l s+1/-)
< Clllzlls41 + [Blss1/2 + llglls/m)-
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Finally z satisfies
~Az=D'(f-w) inQ, z=0 on 09,
so another application of regularity for the Dirichlet problem shows that

12lls2 < CUIflls + lwlls) < CUFNs + lglls/r + Fls1/2 + [[2lls42),

and the proof is completed by induction. 0

Using this result and (7.1), it follows that Theorem 4.3 holds also in the hard
simply-supported case, and then that Theorem 4.5 also remains valid.

Turning to the finite interior and boundary expansions, Theorem 4.6 and Theo-
rem 4.7 hold as before. However, in order to prove the analogue of Theorem 5.1, we
need a slight refinement of the estimate of || Ry, ||—1.

THEOREM 7.2. If1p € HY(Q) satisfies - s =0 on 9 and m € N, then

oPb,, S
(Ry) = 0708 (DB )| < O 2o

Proof. The proof is very close to that of the H~! estimate in Theorem 4.7. The
only difference is that instead of (4.14) we must show that

aﬁm m
@) |t - (D2 )| < O gl

(which is the same as (4.14) for ¢ € H'(€)). Since ¥ does not vanish on the boundary,
when we integrate by parts in (4.13) we get a boundary term:

(xR, %)
L rpo R 8ém A~ 8 ~ 7
_ ym2 / / (AOtTpH+A5Pm+1>a—p{X(PW(P,@)[l—K(a)P]}dpd9

a@erl

— g2 <~«40t4n - A5Pm+1,¢> .

Now As -9 =s-1 =0 and Aoy = Apn(yp - n) = —Dn(y - n), so

[4 D
<A0ta 87:L+1 - A5Pm+17’lp> = —t <D8 872+1 . ’n,’l/) . n> .

The proof of inequality (7.4) and the remainder of the theorem now proceed just as
in Theorem 4.7. 0

Defining ¢~ and pZ as in § 5, we see that they again satisfy the partial differential
equations (5.1) and (5.2). The boundary conditions now become

E
¢f-s=0, M,oF= t’”le—aSg"’1 ‘n O _ _pn-19Pn=1 0 OPn
mn

" ’ on on on’

and the variational equation (5.4) which enters the proof of Theorem 5.1 thus becomes

(Cg(¢f)ag(¢)) - (Curlpfaw) = _(Rn*%qtb) + thrlD <% ' na'l;b ' n> ;



312 DOUGLAS N. ARNOLD AND RICHARD S. FALK

valid for 1) with vanishing tangential component on 9€2. We bounded the right-hand
side of this equation in Theorem 7.2. This is the only additional consideration in
establishing Theorem 5.1 in the hard simply-supported case.

The higher-order estimates in Theorem 5.2 also carry over to the present case,
but again there is an additional term to be bounded because ¢~ does not vanish on
99Q. The bound for ||¢Z| s given in (5.5) must be modified to include the additional
term
8@nfl
Znl

tn+1
on

5—3/2

In view of (7.1) and Theorem 4.3, this term is easily bounded by t"||g||s4+n—3, which
is no larger than other terms which were treated in the proof of Theorem 5.2. Of
course, once Theorems 4.3, 5.1, and 5.2 are established, the regularity results given in
Theorem 5.3 follow.

An asymptotic expansion and regularity results for the transverse displacement
and the shear stress can be developed as in § 6. Naturally the boundary conditions
in the defining problems for the expansion functions are changed. The boundary
conditions on ¢ and p imply that v = w — t2r satisfies, in addition to the differential
equation D A% v = ¢, the boundary conditions

v=0, (1—0v)0%v/0n® + v Av=13(1 — v)kdp/ds, on 9,

where k denotes the curvature of 9. It is then clear how to define the regular
expansion for v and hence w, and all the analysis of § 6 carries over easily.

Appendix. In this appendix we give the proof of Theorem 3.3 concerning the
existence, uniqueness, and form of the solution of the boundary value problems defining
the boundary correctors.

Proof. Differentiating (3.17) with respect to p, we obtain

. Pd, PP 9G(p,0)
—A; - = .
Yo o op

Multiplying (3.16) by Ag 1 and taking the inner product with A5, we obtain

0?d;, ., - . . 0P o
v ALAT As— = —ALAT Fi(p,0).

A- -
5 25

Adding these equations and observing from Lemma 3.1 that Ag/tg A = -2, we get

»Pr;, 0P

aéz(ﬁ70) 2
7 % op +

(8.1) — —ALA;Fi(p,0) o = Hi

The general solution of the associated homogeneous equation is ¢;(8) + c2(0)e™ +
c3(0)e?, with the functions ¢; arbitrary. Now if we have two solutions to (3.16)-
(3.19), then the difference in the values of P, must be of this form. Applying (3.19)
implies that ¢; and c3 vanish, and then the homogeneous form of (3.18) implies that
¢y vanishes. Thus there can be at most one function P; satisfying (3.16)—(3.19). Once
P is known, &, is determined up to the addition of a function linear in p by (3.16).
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In light of (3.19), &, is uniquely determined. Thus we have shown that there can be
at most one solution (®;, P;) to (3.16)—(3.19).
Let us say that a scalar-valued function Q(p,0) is of type (m, i) if

m T =) 1 o
Q.0 = PSS s o 2 (0,0)

k=0 j=0 1=0
for some smooth functions a;x(0). A vector-valued function is of type (m, i) if all
components are. We claim that there is a solution (®;, P;) to (3.16)-(3.19) which is of
of type (i,4). We will establish the claim by induction on 4, thereby completeing the
proof of the theorem. The solution given in (3.20) verifies the claim for ¢ = 0. Now
suppose that (jsj, ]5]) is of type (j,7) for j =0,1,--- ;i—1. It follows easily from their
respective definitions (just after (3.16) and in (3.17) and (8.1)) that F}, G;, and H; are
of type (i — 1,7). It is then elementary to see that the differential equation (8.1) has
a unique solution of type (i,4) satisfying the boundary condition (3.18). Next, there
is a unique function @; of type (i,4) satisfying (3.16). Together (3.16), (8.1), and the
decay at infinity of ®;, G;, and the p-derivatives of P, imply (3.17). Thus (dg,,lf’,)
satisfy (3.16)—(3.19) and are of the desired form. This completes the induction.
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