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1 Introduction

In this paper, we consider the approximation of the equations of linear elas-
ticity in the case when the body is an isotropic, homogeneous, linearly elastic
plate. To describe the geometry of the plate, it will be convenient to con-
sider the plate as occupying the region P, = 2 x (—t/2,t/2), where {2 is a
bounded domain in R? and ¢ € (0,1]. We are interested in the case when the
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plate is thin, so that the thickness ¢ will be small. We denote the union of
the top and bottom surfaces of the plate by OPE = 2 x {—t/2,t/2} and the
lateral boundary by OPF = 002 x (—t/2,t/2) (see Fig. 1). We suppose that
the plate is loaded by a surface force density ¢: 81’3,5jE — R? and a volume
force density f: P, — R3, and is clamped along its lateral boundary. The
resulting stress o*: P, — Rfyxnif and displacement u*: P, — R? then satisfy

the boundary-value problem

<« >

%Pti 8PtL

Fig. 1. The two-dimensional domain {2 and plate domain P;

Here g(u*) denotes the infinitesimal strain tensor associated to the dis-
placement vector u*, namely the symmetric part of its gradient, and diveg
denotes the vector divergence of the symmetric matrix ¢ taken by rows. The
compliance tensor A is given by Ar = (1 +v)r/E — vtr(r)d/E, with £ > 0
Young’s modulus, v € [0,1/2) Poisson’s ratio, and § the 3 x 3 identity matrix.

A plate model seeks to approximate the solution of the elasticity prob-
lem (1) in terms of the solution of a system of partial differential equations
on the two-dimensional domain {2 without requiring the solution of a three-
dimensional problem. The passage from the 3-D problem to a plate model is
known as dimensional reduction.

By taking odd and even parts with respect to the variable x3, the three-
dimensional plate problem splits into two decoupled problems which corre-
spond to stretching and bending of the plate. The most common plate stretch-
ing models are variants of the equations of generalized plane stress. The most
common plate bending models are variants of the Kirchhoff-Love biharmonic
plate model or of the Reissner-Mindlin plate model. We speak of variants
here, because the specification of the forcing functions for the 2-D differential
equations in terms of the 3-D loads g and f differs for different models to
be found in the literature, as does the specification of the approximate 3-D
stresses and displacements in terms of the solutions of the 2-D boundary-value
problems. Moreover, there is a coefficient in the Reissner-Mindlin model, the
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so-called shear correction factor, which is given different values in the litera-
ture. So there is no universally accepted basic two-dimensional model of plate
stretching or bending.

2 A variational approach to dimensional reduction

The Hellinger-Reissner principle gives a variational characterization of the
solution to the three-dimensional problem (1). We will consider two forms of
this principle.

2.1 The first variational approach

To state the first form of the Hellinger-Reissner principle, which we label HR,
we define

2 =L*P), V'={veH' (P):v=00n0P"}.

Then HR characterizes (¢*,u*) as the unique critical point (namely a saddle
point) of the HR functional

P,

1
J(z.v)=5 | Azr: zdzf/ T §(y)dz+/ f~yd$+/ g-vdz
- 2)p, = 7 P oPr ~
on X* x V*. Equivalently, (¢*,u*) is the unique element of X* x V'* satisfying
the weak equations

Ag*:;dg—/ g(u): 7dr =0 forall 7€ X°, (2)
Py Py

/Q:Q(y)dz=/ f-yder/ g-vdz forallveV®. (3)
P P, )

Plate models may be derived by replacing ¥'* and V'* in HR with subspaces
X and V which admit only a specified polynomial dependence on x3 and then
defining (¢, u) as the unique critical point of J over X' x V. This is equivalent
to restricﬁng the trial and test spaces in the weak formulation to X x V. We
insure a unique solution by requiring that e(V) C X. Here we shall consider
only one of these models, which we denote HR(1). Define the two-dimensional
analogue of the compliance tensor by AL =(1+ V)L/E — Vtr(L)g/E. It can

be shown that the HR(1) solution is given by
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where 7 is determined by a classical generalized plane stress problem and ¢

and w by a Reissner-Mindlin problem. Specifically,

—t dLVA_lg(n) =29+ f%in 0, n =0 on 042, (4)
AT () i (6 - Yw) = g + [ 2 (5)
D ivA ¢ L Vw g +/[)in
FE
tm dlv(g 2 ) gg‘i‘fs IH-Q (6)
¢ =0, w =0 on 0f2. (7)

In the above, (and in this section only for clarity), we use ~ and ~ to denote
two-dimensional vectors and 2 x 2 matrices and _ and _ to denote three-
dimensional vectors and 3 x 3 matrices, respectively. We also define

95(z) = %[gs(gi/?) +g3(z,—t/2)], g3(z)= %[gs(gi/?) - g3(z,-t/2)],
t/2 t/2
B@)= [ falzws)des, fig)= | falg.as)= des,
—t/2 —t/2

with g , g . 9 and f defined analogously. The verification of these equa-

tions is stralghtforward but tedious.

In the case of a purely transverse bending load, the system (5)—(7) is the
classical Reissner-Mindlin system with shear correction factor 1. When the
bending is also affected by nonzero g or f ! then these appear as an applied

couple in the Reissner-Mindlin system. Thus we see that the HR(1) method is
a simple approach to deriving generalized plane stress and Reissner-Mindlin
type models. There is an alternative approach, however, that produces models
that are both more accurate and more amenable to rigorous justification than
the methods based on HR discussed above. We discuss this approach below.

2.2 An alternative variational approach

A second form of the Hellinger-Reissner principle, which we shall call HR/,
leads to somewhat different plate models. For HR’ we define

g ={ge H(div,P) |gn=g on P}, V*=L*(P).

Then HR' characterizes (c*,u*) as the unique critical point (again a saddle
point) of the HR' functional

1
J/(Ly)Zi Agtgdﬁ/ divr-vdz+ [ f-vdz
P, Py P,

on 2 x V*. Equivalently, (¢*,u

,u*) is the unique element of Z x V* satisfying
the weak equations
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Ag*:gd@—k/ u-divrdz =0 forallze X,
Py

divg~yd@=—/ f-vde forallve V™.
P, - P

Here X = {o € H(div,P,) | gn = 0 on apti}. Note that the displacement
boundary conditions, which were essential to the first form of the Hellinger-
Reissner principle, are natural in this setting, while the reverse situation holds
for the traction boundary conditions.

By restricting J’ to subspaces of g; and V* with a specified polynomial
dependence on x3, we also obtain a variety of plate models. Here we shall
consider only one of these, which we denote HR'(1). The HR(1) solution is:

_ (1@ AN
u) = (Q(ﬁ)m) ' <“’(£) +W2(£Z)r(x3)> ’

where the coefficient functions 1, 0, f@’ w, wa, go, ads, gl, go, and o3, are
functions of x which we shall describe, and the polynomials ¢, r, and s are
given by q(z) = 3/2 — 622/t%, r(2) = 622/t> — 3/10, and s(z) = (5/2)z/t —
1023 /t3.

The stretching portion of the solution is determined by the solution to the
boundary-value problem
v

:Ll‘i‘tmzlg in Q, Q:OOI’I 80, (8)
t

6
With 7 uniquely determined by (8), the remaining solution quantities are

-1
—t div A é(ﬂ,)

where L1=2go+f0, l2=931,+ diV90+f:31-

14

0_ 4-1
=A"g(n)+ l290

g
N 1—v “~

t .
ooy = éle g’ + 13,
1 6
o= 5 [-vir(g") + o+ 3.
The bending portion of the solution is determined by the solution to the

boundary-value problem

£y )4t 6V =tk — Lm0
g W RWTIoy) 8 T A TR T g IS

E
tfiydiv(qﬁ—zw):kg in {2, ¢»=0, w=0o0nd, (9)
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1 vt .. 12

where iﬁq:fé;z *IJ, k2:1_y gleglJrEgngfga
t/2 "
fi(z) = P f3(z)r(xs) dzs, ks = édivgl + 299 + f3.
—t

The boundary value problem (9) determining the bending solution is a some-
what different version of the Reissner-Mindlin equations than (5)—(7), which
arose from the HR(1) model. Not only are the formulas for the applied load
and couple more involved, but a shear correction factor of 5/6 has been intro-
duced. With ¢ and w determined by (9), we find

1_ 0o_5 E (— —g!
g = tA~1 (g)%—kg g _6[2(14—1/)( f-ﬁ-zw) g},

t .. 2 t |1 ) v
033 = gdlvgl + 5gg + 13, w2 = {Ggg + 5031)3 — mtr(gl)}

For this model, it is possible to use the “two-energies principle” to derive
rigorous error estimates between the solution of the three-dimensional model
and the two-dimensional reduced model as a function of the plate thickness
(see [1] for details).

3 The Reissner—Mindlin model

From the previous section, we see that if we introduce the tensor C = A~}
and scale the right hand side, then the Reissner-Mindlin equations may be
written in the form

—divC&(F) — At *(gradw — 0) = — f
—div(gradw — ) = A\ 't%g,

with A a constant depending on the particular version of the model that is
chosen. We also have a Reissner-Mindlin energy

1 1
J(B,w)=§ QCE(G):5(9)—|—5)\1?72/9\gradw—9|2—/ggw—|—/ﬂf~0,

for which the above equations are the Euler equations. As both a theo-
retical and computational tool, it is useful to introduce the shear stress
~ = M 2(gradw — 6). Then we have the equivalent Reissner-Mindlin sys-
tem

—divC&(0) —v=—f, (11)
—divy =g, (12)
gradw — 6 — A\~ 1%y =0, (13)
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For simplicity we restrict our attention to the case of a clamped plate, i.e.,
we consider the boundary conditions € = 0 and w = 0 on the boundary 9f2.
A weak formulation of the Reissner—Mindlin model is then given by:

Find 0 € H' (), w € H'(£2), v € L2(£2) such that

a(0,6) + (v,gradv — ¢) = (g,0) — (£,¢), ¢ € H (2),ve H(2), (14)
(gradw — 6,m) — /\_1t2(’y, n) =0, nE LQ(Q)7 (15)

where a(0,¢) = (CE£(0),E(d)).

4 Properties of the solution

Ast — 0,0 — 0° and w — w°, where 8° = grad w®. One can then show
that w® satisfies the limit problem: Find w® € H?(2) = {v € H?(2) : v =
Ov/On =0 on 02} such that

a(grad w®, gradv) = (g,v) — (f,grad v), v e H?(N).

This is the weak form of the equation: divdiv C £(grad w®) = g+div f, which
after the application of some calculus identities becomes:

E

DA?w° = g+ di D= ———-.
W =gt divf, 12(1— 12)

(16)
Hence, the limiting problem is the biharmonic problem.

To understand this limiting behavior and also to derive the regularity
results presented in the next section, it is useful to introduce the Helmholtz
decomposition, and rewrite the Reissner-Mindlin system as a perturbed Stokes
equation. For some 7 € H'(2) and p € H'(£2), we can write

~ = M"%(gradw — 0) = grad r + curlp.

Then it is easy to check that problem (14)-(15) is equivalent to the system:
Find (r, 0, p,w) € H'(2) x H' (2) x H'(2) x H'(£2) such that

(gradr,grad ) = (g, 1), p € H'(R), (17)

a(0,¢) — (curlp, ¢) = (gradr, ¢) - (f,¢), ¢ H (2),  (18)
—(0, curlq) — A\~ '3 (curlp, curlq) =0, e H'(£2), (19)
(grad w,grad s) = (6 + A" 't* grad r,grad s), s H'(12). (20)

We then define (8°, p°, w°) € ﬁl(Q) x H'(£2) x H'(£2) as the solution of (17)-
(20) with ¢ = 0. Note that for » known and ¢ = 0, (18)-(19) is the ordinary
Stokes system for (69, —69, p°).
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5 Regularity results

A key issue in the approximation of the Reissner-Mindlin plate problem is the
regularity of the solution and especially its dependence on the plate thickness
t. For this problem, there is a boundary layer, whose strength depends on the
particular boundary condition. There are a number of physically interesting
boundary conditions:
0-n=60-s=w=0 hard clamped (hc),

0-n=M;0)-s=w=0 soft clamped (sc),
0)=0-s=w=0 hard simply supported (hss),
=M;0)=w=0 soft simply supported (sss),
Ms(0) =0w/On—6-n=0 free (f),

=

—

2
I

where n and s denote the unit normal and counterclockwise unit tangent
vectors, respectively, and M,,(0) = n - CE(O)n, M;(0) = s- CE(O)n. In the
case of a domain with smooth boundary, it is shown in [12] and [13] that for
all boundary conditions, the transverse displacement and all its derivatives
are bounded uniformly in ¢, i.e., [[w|s < C, s € R. Estimates showing the
boundary layers, ordered from weakest to strongest, are given below.

HBHS < Cftrnirl(o,?/Z—s)7 ||'7||s < Cftmin((),i’u/Z—s)7 s €R, (SC)
9], < CEmnOS2=9 ||y < OrmON27) s € R, (he), (bss),
HBHS < Cftrr1i11(0,3/2—s)7 ||’7||S < Cftmin(o,—l/2—s)7 se R, (SSS), (f)

Additional results can be found in [10].

We will also need estimates that show the precise dependence on the data
of the problem and which are valid when {2 is a convex polygon, the case we
consider in the derivation of error estimates for finite element approximation
schemes. We establish such estimates below for the case of the clamped plate.

Theorem 5.1 Let 2 be a convex polygon or a smoothly bounded domain in
the plane. For any t € (0,1], f € H (), and g € H™(£2), there exists a
unique solution, (1,0, p,w) € H(£2) inll(Q) x H'(2)x H(2) satisfying (17)-
(20). Moreover, if f € L*(12), then @ € H*(£2) and there exists a constant C
independent of t, f, and g, such that

10112 + lI7llx + llplly + tlpllz + llwlly + [vllo < CU[Fllo + llgll-2),  (21)
If, in addition, g € L*(82), then r and w € H?($2) and
I7{l2 + [lwll2 + ¢llvIl + [[divyllo < C(llgllo + [[£1lo)- (22)
Finally, if (8°,w°) denotes the solution of (17)-(20) with t = 0, then

16 — 6°lls < Ct(llfllo + llgll-1),  lw—w®2 < Ct(lIFllo + lgll-2 +tlglo),
[w’lls < C(IFllo + llgll-1)- (23)



Finite Elements for the Reissner-Mindlin Plate 9

Proof. Existence and uniqueness are easy to establish using the equivalence of
this system to (14)-(15) and standard results, so we concentrate on the regu-
larity estimates. We first observe that standard regularity results for Poisson’s
equation gives

I7llr < Cllgll=1,  lIrll2 < llglo-

We next recall a regularity result for the Stokes system, valid both for the
case of a domain with smooth boundary and for a convex polygon.

16°]12 + 1p°ll: < CUIfllo + lirll) < CUIfllo + llgll-v).

Now from (18) and (19), and the corresponding equations for 0° and p°, we
get

a(0—8°,¢)—(curl(p—p°), d)+(0—86°, curl ¢) + A~ 1¢?(curl(p—p°), curlq)
= A3 (curlp® curlq), (¢,q) € HI(Q) x H'(9).
Choosing ¢ = 0 — 0° and ¢ = p — p°, we obtain
16 — 6°113 + || curl(p — p°) |5 < CE|p°|1]| curl(p — p°)o.
It easily follows that
16— 6°l11 +tllp — p°lls < CH[p°llr < CE(l| £ Nlo + lgll-1), (24)
which establishes the first estimate in (23). We also get that

Il < CUIFllo + llgll-1)-

Applying standard estimates for second order elliptic problems to (18), we
further obtain

10]l2 < C(llplly + lI7llx + 1 £llo) < CU[Fllo + llgll-1)-
Now from (19) and the definition of 8°, we get
A2 (curlp, curlg) = — (0, curlg) = (6° — @, curlq), qe H'(2).
Thus p is the weak solution of the boundary value problem
—Ap=X"2rot(6° —0) in £, Op/On = 0 on 02.
Applying elliptic regularity and (24), we get
Ipll2 < Ct2(16° = 0[ly < Ct=([|fllo + llgll-1)-

The estimate for w in (21) now follows directly from (20) and the estimate
for v in (21) follows immediately from its definition and the estimates for r
and p. The estimate (22) follows directly from the regularity result for r, the
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definition of -y, elliptic regularity of w, and the previous results. Finally, it
remains to establish the last two estimates in (23). Subtracting the analogue
of (20) from (20), we get that

(grad(w — w°), grad s) = (6 — 8° + A" "t>gradr,grad s), sec H'(1).
This is the weak form of the equation
—A(w —w) = —div(d — 6°) — X2 A

Combining standard regularity estimates for Poisson’s equation with our pre-
vious results, we get

lw —w®2 < C(|6 — 61 +#2[rll2) < CLIFI| + llgll-1 + tlglo).

Finally, using the fact that w® satisfies the biharmonic equation (16), together
with the boundary conditions w® = dw®/dn = 0, we get the estimate

[w®ll3 < Cllg +div £|-1 < C(llgll-1 + [ £llo)-

6 Finite element discretizations

The challenge in devising finite element approximation schemes for the
Reissner-Mindlin plate model is to find schemes whose approximation ac-
curacy does not deteriorate as the plate thickness becomes very small. For
example, if one minimizes the Reissner-Mindlin energy over subspaces con-
sisting of low order finite elements, then the resulting approximation suffers
from the problem of “locking.” This problem is most easily described by re-
calling that as t — 0, the minimizer (@, w) of (10) approaches (8°,w°), where
0° = grad w°. If we discretize the problem directly by seeking 8, € @}, and
wp, € Wy, minimizing J(0,w) over @) x Wy, then as t — 0 we will have
(81, wy) — (6%, w)) where, again, 69 = gradw?. The locking problem oc-
curs because, for low order finite element spaces, this last condition is too
restrictive to allow for good approximations of smooth functions. In particu-
lar, if continuous piecewise linear functions are chosen to approximate both
variables, then 02 = grad wg would be continuous and piecewise constant,
with zero boundary conditions: Only the choice 02 = 0 can satisfy all these
conditions. Hence, unless the combination of finite element spaces is chosen
carefully, this problem is likely to occur.

Many of the successful locking-free finite element schemes have taken the
following approach. Let @) C ﬁl(Q), W, € HY(2), I';, € L*(12), where

o1
grad W, C I'y,. Let ITT be an interpolation operator mapping H (£2) to I',.

Then consider finite element approximation schemes of the form:
Find 0y, € ®y, wy, € Wy, ~,, € I'}, such that
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a(eiza¢) + (A/h7gradv - Hr(b) = (g,U) - (f7¢)a ¢ S @}“U S Wha
(gradwy, — II70),m) = A"'¢*(v),,m) =0,  m€ . (25)

The point of introducing the operator IT I is that now as t — 0, we will get
that grad wy o — Hp0h70. If IT" is chosen properly, this condition may be
much easier to satisfy, while still maintaining good approximation properties
of each subspace.

We will also consider some nonconforming discretizations in which the ei-
ther the space @;, or W), consists of functions which belong to H' on each
triangle, but not globally. In the first case, the operator £ entering into the
definition of the bilinear form a must be replaced with £}, the operator ob-
tained by applying £ piecewise on each triangle. Similarly, in the second case,
the operator grad must be replaced by its piecewise counterpart, grad,,.

7 Abstract error analysis

In order to analyze approximation schemes using a common framework, we
first prove several abstract approximation results. These results will make use
of the following assumptions about the approximation properties of the finite
dimensional subspaces and the operator ITT that define the various methods.

grad W, C I'y, (26)
ln— I || < chlnl,  neH (), (27)

for some constant ¢ independent of h. Letting M, denote the space of discon-
tinuous piecewise polynomials of degree < r, we also define rg > —1 as the
greatest integer r for which

(n_ﬂpn’C) =0, ¢eM,. (28)

Of course this relation trivially holds for 7 = —1. We then let IT° denote the
L? projection into M,,.

The following basic result is close to Lemma 3.1 of Duran and Liberman
[33].

Theorem 7.1 Let 87 € O, w' € W, be arbitrary, and define v =
M~2(gradw’ — ITY0") € I'y,. Then

16 = Onlls + tlly = vallo < C(1I0 — 6 |l + v — " llo + hlly — TT¥]l0)-
Proof. Clearly
a(e - 9h7 d)) + (’7 - ’thgradv - HF¢) = (’77 [I - Hr]d))v (29)

for all ¢ € @), and v € Wj, so
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a(0" = 01, ¢) + (v =), gradv — I ¢) = a(6" — 6, ¢)
+ (v —v.gradv — I7¢) + (v, [I — II"]¢).
Taking ¢ = qbl—q_’)h and v = w! —wy,, noting that grad w! -1t el = A2t
and grad w;, — IT" @), = \~'t2v,, and using (28), we get the identity
a(0" —0,,0" —0,) + N (Y —vp,7 —y,) =a(6' —6,6" —6))
+ A_ltz(’)/l - 7771 - Pyh) + (’77 [I - HF][GI - eh])
Using Schwarz’s inequality, and (27) and (28), we can bound the last term:
(v, [T = IT7)[6" = 64])| < Chlly — II°[o[|6" — 641
The theorem then follows easily.

Note that if we apply this theorem in a naive way, then the error estimates we
obtain will blow up as t — 0. More specifically, if we use the simple estimate
tly = "Il = 37| grad(w — w') — (8 — 11767)]|
< M (|| grad(w — w')|| + |16 - 11767,

and use approximation theory to bound each of the terms on the right sepa-
rately, then the bound will contain the term ¢~ 1.

The key idea to using this theorem to obtain error estimates that are
independent of the plate thickness ¢ is to find functions 0’ € @, and w! € W),

that satisfy
v = at"%(gradw! — ITF0") = ITT~. (30)

We then have the following corollary.
Corollary 7.2 If 0’ € @, and w' € W), satisfy (30), then

16 — Onll1 + tlly —vullo < C(10 — 8|1 + tlly — T vlo + |y — ITT%] o).

If we also make assumptions about the approximation properties of the
functions 07, w!, and ITT~, we immediately obtain order of convergence
estimates. One such result is the following.

Theorem 7.3 Let n > 1 and assume for each 6 € H" ™ (02)n Hl(Q) and
w e H ()N HY (), there exists 8" € @), and w! € W), satisfying (30). If
for1<r<mn,

16— 6"y < CH[0]],41, (31)
Iy = Iy < CH7 |1yl (32)

then

16 = Onll + tly = Yullo < C (W7 [10llrs1 + Rt yllr + A2 Yllrg41) -
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Proof. The proof follows immediately from the hypotheses of the theorem and
standard approximation properties of IT°.

We now state and prove an abstract estimate for the L? errors for the

rotation and the transverse displacement. To do so, we first define an appro-
priate dual problem. Given F € L*(2) and G € L?(£2), define 9, u, and ¢ to
be the solution to the auxiliary problem

o 1 o
a(¢,y) + (gradv — ¢,¢) = (¢, F) + (v,G), € H ,ve H'(2), (33)
(n,gradu — ) — A" (n,¢) =0, n e L*(9). (34)
Then by the regularity results (21) and (22),
lbll2 + llullz + IS+ Il + [[divEllo < e([[Fllo + [|Gllo)- (35)
With these definitions we have the following estimate.
Theorem 7.4 If the hypotheses of Theorems 7.1 and 7.3 are satisfied, then
16 = 0111%/2 + [[w — wi[|3/2 < Ch*(||0 — OnllF + (17 — 4 l3)
+ ([ = 7165, ¢) + (v, [T — IT"}3p"). (36)

Proof. Let F = 0—0p, and G = (w—wyp,). Then, setting ¢ = 0—0,, v = w—wy,
in (34) and using the definitions of v and ~,, we get

10—6][5+Ilw—wnl[§ = a(0—0n, 9)+A™ (v =4, Q)+ ([T -TT"]6,¢). (37)
Now, the error equation (29) gives
a(0 = 01, 9") + A7 (y =y, ¢T) = (7. [ — T ]3p).
where ¢! = Xt—2(grad u’ — IT" "), so (37) becomes
16 = 64* + [[w — wpl[§ = a(@ — B4, 9 — ")
FAT(y = n ¢ = ¢+ (= T700, Q) + (7, [T - Ty, (38)
The first two terms on the right side of (38) are easily bounded by
C(116 = Onll1llv — "l + £ [lv = ¥alloll¢ = ¢llo)

< Ch([|0 = Onlly + tlly = vallo) I ll2 + £lI€l)
< Ch([|0 = Onlly + v = vallo)([|0 = Onllo + [[w — wrllo).  (39)

Application of the arithmetic-geometric mean inequality establishes the result.

Remark 1. Bounds on the last two terms will depend on the particular method
being analyzed.
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Next, we establish an abstract estimate for the approximation of the
derivatives of the transverse displacement.

Theorem 7.5 For all wy € Wy, we have
| grad[w — wh]llo
< C(||grad[w — wi]llo + ||l — IT"]6ljo + R0 — Ox[1 + |16 — O ]o)-
Proof. Choosing n = grad vy, v, € W}, we get for all wy € W,
(grad[w; —wy], grad vy,) = (grad[w; — w], grad vy) + (0 — ITT @, grad vy,).
Then choosing vy, = wp, — wy, it easily follows that
| gradfwr — wh][lo < || gradfws — w][lo + 6 — IT" 64]lo
< | grad[w; — w]llo + [T — IT710||o + [|[T — ITT][6), — 6] ][0 + (10 — Onllo
< |l gradfwr — w]lo + [|[T — IT"18]o + Ch||6 — Onl1 + 1|8 — 4 ][o-
The result follows from the triangle inequality.

In some cases, it is also possible to establish improved estimates for the
shear stress < in negative norms. We will not derive such estimates here, but
will state known results in some cases.

8 Applications of the abstract error estimates

Most of our discussion will be centered on triangular elements. We will hence-
forth assume that (2 is a convex polygonal domain in the plane, and we let
7Ty denote a triangulation of 2. Let V and E denote the set of vertices and
edges, respectively in the mesh 7;,. We will use the following finite element
spaces based on the mesh 7.

My (T3) : arbitrary piecewise polynomials of degree < k,
M(Ty) - M, N CH(),
M;(Tp,) : elements of M}, continuous at k Gauss-points

of each interelement edge,
B (Th) : elements of MY which vanish on interelement edges,
RT3 (Th) - Raviart-Thomas discretization of order k to H (rot),
BDMi(Ty,) : Brezzi-Douglas-Marini discretization

of order k to H (rot),

BDFM; (Tp,) : Brezzi-Douglas-Fortin-Marini discretization
of order k to H(rot).
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When there is no risk of confusion, we write My, for My (7},), etc. For the
scalar-valued function spaces in this list, we have vector-valued analogues in
the obvious way. For example, M := M}, x Mj. Note that By = 0 for k < 3.
For convenience, we interpret M_; as the zero space.

The degrees of freedom for each space determine an interpolation operator
from C°°(£2) or C*°(§2) into the corresponding space. We denote these oper-
ators 1M+ etc. The operators IIM+ and ITP* extend boundedly to L?; the
operators I My extend boundedly to Wpl(.Q) for any p > 2; the other interpo-
lation operators extend boundedly to H* or H'. (These are not the largest
possible domain spaces.) With each space we have a corresponding space in
which all degrees of freedom associated with edges or vertices contained in
the boundary are set equal to zero. Thus M), = M, N H'.

We will now consider some specific choices of the subspaces in the general
method (25).

8.1 The Duran—-Liberman element
[33] (see also [25], p.145). This element corresponds to the choices
o 0 3
On={peM,|¢p-nePyl)ecE}, W,=M,6 I,=RTy,

depicted in the element diagram below. We then take IT* to the usual inter-
polant into RT5 defined for v € H*(£2) by

/HF7~sds:/7-sds, ec E.

@y Wi Iy
/\ /o\ /\\ Duréan—Liberman
- o (o] »-

We then get the following error estimate.

Theorem 8.1

16 = Onlls + tly —vullo + lw —wnlly < CR(IFllo + llgllo)-

Proof. Using standard approximation properties of the space @y, we may
find a function @' satisfying (31) with n = 1 and the condition L 6" sds=
/.0 - sds. on each edge e. Then

/HFOI-sds:/BI-sds:/9~sds:/HFO-sds,

ate’ = mte.

SO
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Next observe that if IT"w is the standard piecewise linear interpolant of w,
and e is the edge joining vertices v, and vy, then

/grad TYw-sds = /8HWw/8s ds = T w(vy) — T w(vy)

=w(vp) —w(ve) = /e(“)w/as ds = /egradw -sds, (40)

SO
grad 1" w = IT' grad w.

If we choose w! = ITW w, then 4! = ITT~, so (30) is satisfied and Theorem 7.3
is satisfied with n = 1. Since (28) is satisfied with ro = —1, the first two
estimates of the theorem follow directly from Theorem 7.3 and the a priori
estimate (21). The final estimate is an easy consequence of Theorem 7.5.

To obtain L? estimates, we apply Theorem 7.4. In this regard, the following
technical lemma will be useful.

Lemma 8.2 (cf. [32]) For ¢ € Iofl(Q), denote by ¥ a piecewise linear ap-
proximation to v satisfying

[clly <Cllpll, N1 = el < Chll9])2.
Then for all ¢ € H(div, §2)
(¢ — T p,)| < OB div € o4l
Theorem 8.3
16 = Bnllo + [lw —wrllo < CR([| £llo + llgllo)-

Proof. Estimates for the first two terms on the right side of (36) are given
by Theorem 8.1. For the third term in (36), let 6. be an approximation to 0
satisfying the hypotheses of Lemma 8.2 and write

(1 — 11716, ¢) = ([T — 76, — 6.),¢) + (I — IT"]6,, C).
From Lemma 8.2 we have
([T — 11710, ¢) < CR?(| div ¢lo]16])1,

and using Lemma 8.2 and Theorem 8.1, we have

([ = II")101 — 6.].C) < ChlCllol|Or — s
< Chl[¢llo(1|0r — Ol + 116 — Ocll1) < Ch([10]l2 + | £llo + llgllo) € lo-

Combining these results and applying (21) and (35), we get
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(I = 117101, ¢)| < CR2(||£llo + llgllo)]|6 — Onllo-

We bound the last term in (36) in an analogous manner, obtaining

(3, [T = ") < CR*(I| £ llo + ll9ll0) 116 — Onllo-
The theorem follows directly by combining these results.

We note that it is also possible to show that

v = ull=1 < Ch(|fllo + llgllo)-

8.2 The MITC triangular families

See [23], [25], and [44] for analysis of these methods and [19] for some experi-
mental results. There are three triangular families considered in [25], defined
for integer k > 2. For each of these families, the space @}, is chosen to be

On=M, + Byi1, k=23,  ©,=M,, k>4
We then define

Family .~ W, =M?, I, =RT{ |,
Family II: ~ W}, = MY + By, I = BDFMj,
Family IIl: W), = M., I, =BDMj,

and choose ITT to be the usual interpolant into each I'j, space.

The MITC elements are based on a common idea expressed in [23], i.e.,
“to combine in a proper way some known results on the approximation of
Stokes problems with other known results on the approximation of linear
elliptic problems.” This combination is summarized in a list of five properties
relating the spaces @y, W}, I'},, and an auxiliary space @, (not part of the
method). These properties are:

P1 grad W, C I'y,.

P2 rotI'y, C Q.

P3 rot ITF ¢ = I1°rot ¢, for ¢ € ﬁl(ﬁ), with I7° : LZ(£2) — Qy, denoting
the L2-projection (L3({2) denotes functions in L2(£2) with mean value
zero.)

P4 If n € I'y, satisfies rot p = 0, then n = grad v for some v € W,

P5 (©i-,Qy) is a stable pair for the Stokes problem, i.e.,

sup (rot ¢, q)

———— >Cllqllo, q€Qn.
ox¢co, |l
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For each of the three families described above, the space
Qn={q€ L§(2) : qr € Po+(T), T € T}

For this choice, the fact that the pair of spaces (@), Q) satisfies P5 follows
from the corresponding results known for the Stokes equation.

Although these families are only defined for k > 2, it is interesting to see
what the difficulties are in extending them to the case k = 1. Most obvious
is that By is only defined for & > 2, so this space must be replaced. A
suitable replacement space for @ in Family I is the one chosen in the Duran—
Liberman element. With this choice, the Durdn—Liberman element also fits
this general framework, with & = 1. For Family II, a similar problem occurs
for the choice of W, and in addition BDFM7{ = RTOL, so the method needs
substantial change and does not give anything new. For Family III, the choices

Wy, = M2O and I', = BDM7{ make sense, and one can choose @), = Mg
This would correspond to the choice of piecewise constants for @;, and the
P, — Py Stokes element. An element of this type is mentioned in [23] (page
1798). This element, which we label MITCG6 is depicted below along with
MITCT7, the k = 2 element of Family II.

e h W r,
/’\ /O\ MITC6
NN AN
o, Wh Iy

/’\ /O\ MITC7
PN AN AN

We give an analysis in this section only for Family I:

o 0
M, + B k=23 .
@h:{ o Bl , W,=AM°, TI,=RT}\,.

M, k>4

The analysis of the other two families can be done in a similar manner.

Theorem 8.4 For the MITC family of index k > 2, we have for 1 <r <k
10 = Onlly +tlly — ynllo + [lw — wally < CR" ([[0lr41 + VIl + [[¥[lr-1) -

Proof. Using standard results about stable Stokes elements, we can find an
interpolant 8' of @ € @, satisfying (31) with n = k and

/ rot(6 — 91) qdz =0, Vqe€ M,;_ll
Q

By the definition of ITT, we have Vg € Mkill
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0= / rot(6 — 8') gdz = / rot IT* (8 — ') g dz.
2 2

Choosing q = rot ITT (0 — 8") implies rot IT* (8 — 8”) = 0. Hence,
7Y (6 — 6") = grad v/, for some v’ € W,.

Let IT"Ww € M} be the interpolant of w defined for each vertex z, edge e and
triangle T' by

HWw(x) = w(x), /HWwpds = /wpds, for all p € Py_o(e), (41)

€

/ % wpdx = / wpdz, for all p e P_3(T). (42)
T T

It is easy to check that ITT (gradw) = grad IT" w. Hence, (30) is satisfied
with w! = IIWw — v!. By the definition of the space I'j,, (32) is satisfied
with n = k and (28) is satisfied with ro = k — 2. The estimate for the first
two terms follows directly from Theorem 7.3. The final estimate is an easy
consequence of Theorem 7.5.

Theorem 8.5 For the MITC family of index k > 2, we have for 1 <r <k
16 = Onllo + llw —wallo < CR™ ([|01lrs1 + tllV ]l + [|¥]lr—1) -

Proof. Estimates for the first two terms on the right side of (36) are given by
Theorem 8.4. To estimate the third term, we write

(I = 11716, ¢) = ([T — IT")[6), — 6),¢) + (I — IT"]6, ).
= (I —1T7][0, — 6],¢) = A\ *(I — ")y, ¢) + (I — IT" ] grad w, ()
= (I —117][0, — 6],¢) = A\ ([T — Ty, ¢)
+ (grad w — grad " w, ¢)
= ([ = 1I7)[6), — 6],¢) = A" 3([[ — "}y, [T — ITM")¢)
— (w— T"w,div ¢).

Hence,

(I — 117184, ¢)| < ||T — 1761, — 6]oI¢]lo
+ AT — I o[ — T ¢lo + [lw — 1TV o] div ¢ o
< Ch (104 = 0111 11¢llo + (T — Tyt ¢l
+hYJw — TV wljo|| div ¢lo) -

To estimate the final term, we write
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(v, [ =TT )yp") = ([ = )y, [I - T ]y").
= ([ - I°ly. [T - O")[3p" —]) + (I = T 1y, [I - 7).

Hence,
(v, [I = IT"]y")]

< O = Wy |lo(I[T = ITT) (9" — p]llo + 11X — IT" ]3] o)
< CR?|[I = 1[04l

The theorem now follows by combining these results and applying (35) and
standard estimates.

8.3 The Falk-Tu elements with discontinuous shear stresses [35]
For k = 2,3, ... we choose
s 0 o
On=M,; +Byia, Wyp=M], T'h=M;,

and ITT to be the L? projection into I'j,. See also the related element of
Zienkiewicz—Lefebvre [52]. The element diagram for the lowest order Falk—Tu
element (k = 2) is depicted below.

O, Wi, ry
/\ /o\ Falk-Tu
[ ] [ ] o / \O L] [ ]

Theorem 8.6 For the discontinuous shear stress family of index k > 2, we
have for 1 <r <k-—1

16 = Onlls + tlly = vullo < CR" ([18]lr41 + llwllrt2 + tlvllr + 1Vllr-1) -

For k=2 and r = 1, we also have the estimate

10 —Onll1 +tllv — vrllo
< Ch([101l2 + [[wlls + IVllo + VIl + ¢~ lw — w°2)
< Ch(|[fllo + llgllo) -

Proof. For 1 <r <k —1,let II"w be a standard interpolant of w satisfying
[w = T wllo + hllw — TV wlly < CR™*2lw]+2
o k—1

and ITM@ € M o astandard interpolant of 8 satisfying

16 — IT™ 6|0 + ||6 — IT™6][ < Ch™ |||+
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Define ITZ (0, w*) € B**3 by
HFHB(O,w*) =mre—mo'm™Me — it grad w* + grad 1V w*,

where w* shall be chosen as either w or w®, the limiting transverse displace-
ment obtained from the Reissner-Mindlin system when ¢ = 0. We then set
w! = MWw and 07 = IT™@ + TP (6, w*). In this case, @ is not an inter-
polant of 8, since it depends on w* also. Hence, (31) does not hold. However,
we will show (the proof is postponed until after the completion of the proof
of the theorem) that for 1 <r <k —1,

16— 07l < CH (I8]1r41 + 1" +2). (43)
Using the definitions given above, we also get

~' = Mt~ ?(gradw! — ITF0")
=\t~ (gradw! — " II™e — I 1139, w*))
= X" %(grad w! — IT*0 + IIT grad w* — grad 1" w*)
= Xt"?[IT" (grad w — 6) + ITT grad(w* — w) — grad 1" (w* — w)]
=Ty + x72I" grad([I — 1V ][w* — w)).

Note that if we choose w* = w, then (30) will be satisfied, while the choice
w* = w” does not satisfy (30). The need for the second choice is a technical
one, namely the fact that on a convex polygon, we do not have an a priori
bound for ||w||3, but do have a bound for ||w®||3. If we had been working on a
domain with smooth boundary, the simpler choice w* = w would be sufficient.
By the definition of the space I'y, (32) is satisfied with n = k — 1 and (28) is
satisfied with 7o = k — 2. Choosing w* = w, the first estimate of the theorem
now follows from a simple modification of Theorem 7.3, in which we replace
(31) by (43).

To establish the second estimate in the theorem, we choose k =2, r = 1,
and w* = w?, and first apply Theorem 5.1 to obtain

16 — 671l < CR([161|2 + [[w’lls) < CAllFllo + llgllo)- (44)

Since (30) does not hold in this case, we cannot obtain an error estimate by
the same simple modification of Theorem 7.3 used above. Instead, we return
to Theorem 7.1 and estimate each of the terms. From our approximability
assumption on the space Wj, and Theorem 5.1, we get that

tly =~ <ty = Iy + At T grad([1 — 11V ][w” — w]|
<tlly — I 5| + Ct7| grad([I — 1" ][w" — w]|
< Ch(t|vlly + t7Hw® = wll2) < Ch([£llo + llgllo)-

The estimate of the final term is straightforward, i.e.,



22 Richard S. Falk

Iy — I < Il < CAlFllo + lgll ).

Inserting the above estimates into Theorem 7.1, we obtain the second estimate
of the theorem.

Finally, it remains to prove (43).

Lemma 8.7 For 1 <r<k-1,
16— 0"]lx < Ch"([10]]r41 + [[w*[|r12)-

Proof. We first note that it is easy to show that if ) € Bj.4o and ITT denotes
the L? projection into M_1, then

Il < CIIT . (15)
Hence, we have
| ITT T2 (0, w*)|o = | ITT6 — IT" IT™ 6 — IT" grad w* + grad ITV w* |,
<TI0 — TMO)||o + ||(IT" — I) grad w*||o + || grad(w* — 1T w*) |

< C(lo —1T™8||o + (1T — I) grad w*[|o + || grad(w* — 11" w")o.
(46)

Now by the triangle inequality, standard approximation theory, (45), and (46):
16 —6"[l = |6 — IT™6 — ITP (6, w") |1 < |6 — IO + [ IT7(8,w")[l
<6 —1I™8|\ + Ch | IT7 (8, w")|o
< |6 — ITM0|; + Ch | I I (8, w")]|o
<Cl|e—1I™o|, +n (|6 — I,
+ (" — 1) grad w” o + || grad(w® — 11" w") o)

Applying our approximation theory results, we get for 1 <r <k —1

16 = 6"[[x < CR" (|01l + [l [lr+2)-

Using a slightly modified version of Theorem 7.4, (due to the fact that 87
depends on both @ and w*), one can derive L? error estimates for  — ), and
then error estimates for w — wy,. We state the results below.

Theorem 8.8 For the discontinuous shear stress family of index k > 2, we
have for 1 <r <k-—1

16 = 6nllo + [lw = wals < CA™ 1 (|0]lr41 + [wllr2 + tllY[lr + [¥]—1) -
For k=2 and r = 1, we also have the estimate
16 = Onllo + [lw —wnlls < CL* (|| fllo + llgllo) -

We note that we do not obtain a higher order of convergence for ||w — wp||o-
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8.4 Linked interpolation methods

There are a number of formulations of the linked interpolation method. One
approach is to use the mixed formulation (25), but replace the space @, x W},
by a space V', in which the two spaces are linked by a constraint. The simplest
example of such a method is the one introduced by Xu [51] and Auricchio and
Taylor [16, 49], and analyzed in [41, 39, 15]. In this method, we choose

o 0 o
@h:M1+B3a Wh:M{)7 F}L:MO,
Vi= (6.0 + 1) : ¢ € Opve Wy},

where following [41], we may define Ly = L|r as a mapping from H*(T)) onto
Py (T) by

/ [(grad Lr¢ — @) - s @ ds=0, veP_(T), (47)

e ds
for every edge e of T, where P» _(T') is the space of piecewise quadratics which
vanish at the vertices of T
We then seek an approximation (0, w;;~,) € V) x I'y, such that (25)
holds for all (¢,v*;) € V, x I',. Equivalently, we can write this method in
terms of the usual spaces, but with a modified bilinear form, i.e., we seek
(Bh,wh,’yh) € @, x Wy, x I', such that

a(On, @) + A (v, grad(v + L) — ¢) = (9,0 + L) — (f, b),
¢ € BOp,ve Wy,

(grad(wy, + LO) — 04,m) — A 't (v),,m) =0, ne Ty

Note that we can write this discrete variational formulation as a slight per-
turbation of the formulation (25), by defining ITT = IT°(I — grad L) (where
IT° denotes the L? projection onto I'y), and replacing the term (g,v) by
(9,v + L¢). We omit the element diagram for this method, since depicting
only the three basic spaces, without the additional space P, _(T'), is somewhat
misleading.

We shall analyze this method using the usual spaces and the interpolation
operator ITT defined above. We first observe that from [41],

(9, L®) |7 < llgllo.r|Lrdllor < Chrllgllor||VLrdlor < Chilgllor|¢

so this term is a high order perturbation and may be dropped. To apply our
previous error estimates, we first define w! = II"Vw, the continuous piecewise
linear interpolant of w, and 0 = ™o + 1150, where IT™ 0 denotes an
interpolant of 0 satisfying

|1,T7

16 — T80, + |0 — ITM 6|, < CRh*||0s, s=1,2,

and ITB@ € Bj is defined by:
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m°11Be = m°[(I — grad L)(6 — ITM6)). (48)
We note that
IZI°ITP8||o < ||(I — grad L)(6 — IT™6)|lo < |6 — II™ 8]
+ |l grad L(0 — TTM0)||o < ||0 — TT™0||o + Ch||6 — IT™ 6],
Since |[IT20)|o < C||IT°ITP8||y, we casily obtain for s = 1,2 that
16 —6"[lo < C(l|6 — IT™86]lo + h|6 — IT™6]|, < Ch*|6],.
Using the inverse inequality || ITZ 0|, < Ch~!||ITB 8|y, we then obtain
10— 6"l < C(|0 - IO, + h" (|6 — ITTM0)|o) < Ch[6]>.

Hence, hypotheses (31) and (32) of Theorem 7.3 are satisfied with » = 1 and
ro = —1. Thus, it only remains to show that (30) is satisfied. Applying (47)
with ¢ = grad(w — w!), and noting that (Lr grad —I)(w — w!) = 0 at the
vertices of T', we get

0= /[(grad L — I) grad(w — w!)] - s% ds

e

[ d 7\ dv
= /e£ [(Lr grad —I)(w — w")] gds
7 d%v
=— [ (Lrgrad —I)(w —w )@ ds, veP_(T).

Since d?v/ds? is a constant on the edge e, we get for all g € Py(T),

/T(gradL —Igrad(w —w') - qdz = /Tgrad(Lgrad —N(w—w") - qdx
= —/ (Lgrad —I)(w —w')q-nds =0,
aT
and so
1" grad(w — w!) = I°(grad Ly — I) grad(w — w’) = 0.
Finally, from (48) and the fact that LIT®@ = 0, we get
It e —6") = 1’ (grad Ly — I)(0 — ITM6 — 11%6) = 0.

If we drop the term (g, L¢) from the right hand side of the method, then
we get immediately from Theorems 7.3 and 7.5 the following estimate:

10 — Onll1 +tlly —vullo + [[w — w1
< Ch(||0]]2 + tlvIl1 + llvo + llwllz) < Ch([lgllo + [ £llo)-
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A simple extension of this argument gives the same final result with this term
included (the term h?||g||o would need to be added to the intermediate result).

We note that the method of [53] analyzed in [34] is also of this type.
The analysis given in [34] proceeds by comparing the method to the Durédn—
Liberman element described above. The two methods have the same choices
for the spaces @j, and I},

8.5 The nonconforming element of Arnold and Falk [11]

See also [29].
) o
©,=M,+ B3, W,=M;, I,=M,

where ITT is the L? projection into I'j,.
ry,

O, W,
/\ /\ Arnold-Falk
[ ] \ [ ]

Since the space W}, is not contained in H 1(2), grad must be replaced by
grad, and some modifications need to be made in the basic error estimates
proved earlier. Rather than prove a general abstract version of these results
taking into account several types of nonconformity, we simply modify the
proofs for the particular method being analyzed. We begin by first stating a
standard result basic to the analysis of nonconforming methods.

Lemma 8.9 (cf. [28]). Let ¢ € H () and v € Wy,. Then

SR

Ter

< Chl| o] grady, vlo.

Using this result, we can derive the following energy norm error estimate.

Theorem 8.10

160 = Onlls + tlly —vullo + [ grad,[w — wh]llo < Ch([[fllo + llgllo)-

Proof. Since W), ¢ HZ(£2), we cannot apply Theorems 7.1 and 7.3 directly. In
particular, the error equation (29) must be replaced by a modified equation
which contains an additional term for the consistency error.

(0 =6, )+ (v — vy grad, v — T ¢) = (v, [T - IT"|p) + ) /{ﬁ vy nr,
Tet
(49)
for all ¢ € @}, and v € W),. Following the proof of Theorem 7.1, we obtain
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16" = Onl + 211" = vull3 < C (116 — 67 + 21y — +113

+h2||7—H°7H3+‘Z/aT(wf—wh)v-nTD. (50)
Ter

In this case, IT° is L? projection into piecewise constants, so we can use the
trivial estimate |y — IT°|lo < ||v]lo- As in Theorem 7.3, we need to define
6’ and w’ and hence ' to satisfy (30) and (31). The choice of 8” is the same
as that used for the MINI element for the Stokes problem. This satisfies (31)
with n = 1 (and the 1-norm replaced by the discrete 1-norm) and also the
condition ITY'7 = ITT'0. Hence, to satisfy (30), we need only to find w! such
that

grad, w’ = IT" grad w. (51)
This is easily accomplished by choosing w! to satisfy [ w! = [ w on each
edge e. Then for all n € I',

/gradw~ndx:/ wn-ans:/ wln'anSZ/grade~nd:p,
T ar T T

which implies (51). Then (32) is satisfied with n = 1.

It only remains to estimate the term arising from the nonconforming
approximation. Unfortunately, we cannot estimate this term by applying
Lemma 8.9 directly, since the result would then contain the term [|7||; which
is not bounded independent of the thickness ¢. Instead, we use the Helmholtz
decomposition to write v = grad r + curlp with r € H'(§2) and p € H(£2).
Recalling that

grad, (w' —wy) = AP (y' —,) + T (6" - 6,),
we first use Lemma 8.9 to get

| Z/ (w! — wy) gradr - nr ds| < Ch|rlz] grady, (w’ - w)ll
Ter /o7

< Chllrlla (£l = vallo + 1117(6" = 64) o)
< Chllrllz (£ = vallo + 116" = 64lo)
Now for all p! € M?,

Z/ (w! —wy) curlp - ngpds = Z/ grad(wI —wp,) - curlpdx
T T

Tet Tet

= Z / grad(w! — wy,) - curl(p — p!) dz
Ter T

= AP (Y =y, curllp — p']) + (ITT[67 — 6], curlp — p'])
= AP (y =y, curllp — p') + ((IT7 — 11(6" — 6,), curl[p — p'])
+ (rot[6" — 04],p — p').
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Choosing p’ to satisfy
lp—p"llo+Pllp = 'l < CR*Ip"|ls, s =1,2,

(e.g., the Clement interpolant), we have by standard estimates that

‘Z/ (wlfwh)cur1p~ans‘
TeT oT
< C (7" =y lohlpllz + k6" = x ]Il )

Combining these results, we obtain

‘ Z/aT(wI — Wp)Y - N dx‘

Tet

< Ch (" = allo + 16" = nll1) (Il + lIpll +tlpl2)

The first two estimates of the theorem now follow by combining all these

results and using the a priori estimate (21). To obtain an error estimate on

the transverse displacement, we need a nonconforming version of Theorem 7.5.
Choosing n = grad,, vy, v, € Wy, we get for all wy € Wy,

(grad; [w; — wp], grad, vy) = (grad, [w; — w], grad vy,)

ow
0—11"0 d —ds. (52
+( h, gra hvh)"_zT:/aT'Uhan 5. (52)

Then choosing vy, = wy, — wy, it easily follows using Lemma 8.9 that

| grad, fuw; — willlo < || grad, fw; — wlo + 118 — IT76,]lo + Chlw]ls
< || grady [w;—wl o+ | [T~ IT718]lo-+ | [T~ IT7)[8),—6)[lo+1|0— O o+ Chw]l
< || grad, [w; —wlllo+[|[Z = I710]lo +Ch0— 84 + 0 — 84 + Chw].

The desired result now follows from the triangle inequality and standard es-
timates.

Using a nonconforming version of Theorem 7.4, we can also establish the
following L? error estimate.

10 — Onllo + [lw — wrllo < CR*(IFllo + llgllo)-

See also [36] and [30] for a modification of this element, and [2] for a
relationship between these two approaches.
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9 Some rectangular Reissner—Mindlin elements

Now let 75, denote a rectangular mesh of {2 and R an element of 7,. We
denote by Q, k, the set of polynomials of separate degree < k; in x and
< kg in y and set Q) = Q,x. We also define the serendipity polynomials
Q5 = P, ®aFy @ ay”. Finally, we will also use the rotated versions of the rect-
angular Raviart-Thomas, Brezzi-Douglas-Marini, and Brezzi-Douglas-Fortin-
Marini spaces, which we define locally for k£ > 1 as follows.

RT_(R)={n:n=(Qr-14(R), Qrr-1(R))},
BDM;:(R) = {n:n € Py(R) & V(zy*™) & V(z"y)},
BDFM; (R) = {n:n=(P«(R)\ {z"}, P.(R) \ {"}}.

9.1 Rectangular MITC elements and generalizations

[20, 17, 23, 48]. In the original MITC family, we choose for k > 1,

On=1{¢pcH (2):dlncQuR)}, Wi={veH(Q):vlreQiR)}
I, ={neL*2):nrec BDFM;(R)}.

The auxiliary pressure space

Qn={q€ L§(£2) : q|r € Prr}

and the reduction operator ITT is defined by

/(HF'y — ) spp—1(s)ds =0, Ve, Vpr_1 € Pr_1(e),

€

/ (7 —~) - py_pdady =0, VR, Vpp ., € PrafR).
R

The lowest order element (k = 1) is called MITCA4. In this case, the space
BDF M7 (R) has the form (a+by, c+dz) and coincides with the lowest order
rotated rectangular Raviart-Thomas element RT3 (R). The space Q5(R) =
Q1(R). The MITC4 element was proposed in [20] and analyzed in [17], [18],
[33], and most recently in [31], where the proof is extended to more general
quadrilateral meshes using a macro-element technique and the results obtained
under less regularity than previously required. For rectangular meshes, this
method coincides with the T1 method of Hughes and Tezuyar [38]. The k = 2
method is known as MITC9 and has been analyzed in [23] and [33].

For k > 3, it is shown in [48] and [45] that it is possible to reduce the
number of degrees of freedom in the rotation space @) without affecting the
locking-free convergence. In particular, one can choose

On=1{¢p e H (2): ¢ € [Q.(R) N Priz(R)]}.
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Another possibility (cf. [48]) is to choose for k > 2
o 1

O ={¢c H (2): ¢|r € [Qr(R) N Pria(R)]},

Wi = {ve H'(2) :v|r € Qi (R)}.

I, ={necL*):nlg € BDM;:(R)}.
The auxiliary pressure space is again Qp, = {q € L3(£2) : q|r € Px_1} and the
reduction operator IT* is defined by
/(HF,), —)-spp(s)ds =0, Ve, Vpi € Prle),

€

/ (IT"y —7) - py_pdady =0, VR, VYp,_, € Py_s(R).
R

A fourth possibility discussed in [48] is to choose for k > 2
o 1
On={pc H (2): ¢|r € [Qp;.1(R), Plc € Pile)]},
Wiy, = {ve H'(2):v|r € Q3(R)},
I, ={neL*) :nrecRTr (R}
In this case, the auxiliary pressure space is now Q, = {q € L&(2) : q|r €

Qr—1} and the reduction operator IT T is defined by
Ve, Vpr—1 € Py_1(e),

[y =) spa(s) ds =0,

e

/ (IT"y — ) - rrodedy =0, YR, Vrp_s € Qnrsa(R) X Qr_spi(R).
R

@, Wh ry
o O <
Y
A MITC4
O O >
O Wh Iy
e’ ] <+—<
Y
A
. Vo MITC9
A
e O >—

One can also consider a low order element, associated with the choice
Wy, = {ve H'(2):v|r € Q3(R)}, I'n = {n € L*(2) : n|r € BDM{(R)},
where we choose @), = {¢ € Hl((Z) : @|lr € Q5(R)}. This element, MITC8
(cf. [21]), is depicted below.

O, Wi r,

h
< <
< <

p\
MITCS

Y
Y
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9.2 DL4 method [31]

The DL4 method is the extension to rectangles of the Duran—Liberman trian-
gular element defined previously. The spaces W), and I'j, are the same as those
chosen for the MITC4 method, while the space of rotations is now chosen to
be:

On={pcH (2): plx € QK)® (by, by, bs, by), VK € T},

where b; = b;s;, with s; the counterclockwise unit tangent vector to the edge
e; of K and b; € Q2(K) vanishes on the edges e;, j # i.

O Wi, r

<
<

A DL4

Y

9.3 Ye’s method

Ye’s method is the extension to rectangles of the Arnold-Falk element. This
is not completely straightforward, since the values at the midpoints of the
edges of a rectangle are not a unisolvent set of degrees of freedom for a bi-
linear function (consider (x — 1/2)(y — 1/2) on the unit square). Hence, the
nonconforming space W), must be chosen differently.

On={pc H (2): $|r € Qy(R)},
Iy ={neL*R):nlg=(b+dz,c—dy) =S}
Wy, = {ve HY(T;) : v|r = a+ ba + ey + d(z® — y?)/2},

and ITT is the L? projection.

@h Wh Fh

10 Extension to quadrilaterals

Meshes of rectangular elements are very restrictive, so one would like to ex-
tend the elements defined above to quadrilaterals. To do so, we let F' be an
invertible bilinear mapping from the reference element K = [0,1] x [0,1] to
a convex quadrilateral K. For scalar functions, if 9(&) is function defined on
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K, we define v(z) on K by v =10 F~!. Then, for V a set of shape functions
given on K, we define

Ve(K)={v:v=00F ' 5eV}.

For all the examples given previously, the space W} may be defined in this
way, beginning with the shape functions denoted in the figures. This preserves
the appropriate interelement continuity when the usual degrees of freedom
are chosen. The same mapping, applied to each component, can be used with
minor exceptions to define the space @j,. One exception occurs for the Durdn-
Liberman element, where one now defines the edge bubbles b; = (132 o F_l)si
where s; denotes the unit tangent on the ith edge of K. There is also the
possibility of using a different mapping to define the interior degrees of freedom
for the space @}, since this will not affect the interelement continuity.

To define the space I'j,, we use a rotated version of the Piola transform.
Letting DF' denote the Jacobian matrix of the transformation F', if 7 is a
vector function defined on K, we define g on K by

n(z) =n(F(z)) = [DF(x)]""q(2),

where A~* denotes the transpose of the inverse of the matrix A. Then if V is
a set of vector shape functions given on K, we define

Ve(K)={n:n=[DF] ‘o F ' heV}

For w € W}, gradw = DFftgrAad w. Hence, if on the reference square
grAad w C V, we will also have grad w C I'j, a key condition in our analysis.

Although the extensions to quadrilaterals are in most cases straightfor-
ward to define, the question is whether the method retains the same order
of approximation as in the rectangular case. The problem, as discussed in
[3, 6, 5, 4], is that the approximation properties of some of the elements can
deteriorate, depending on the way that the mesh is refined. Thus, much of the
existing analysis for quadrilateral elements is restricted to the case of paral-
lelograms (e.g., [48]), where the mapping F is affine, or to elements that are
O(h?) perturbations of parallelograms. Another possibility is to restrict the
refinement strategy to produce asymptotically affine meshes, so that the de-
terioration in approximation is also avoided. Error estimates are obtained for
the DIL4 method for shape-regular quadrilateral meshes and for the MITC4
method for asymptotically parallelogram meshes in [31]. However, numerical
experiments do not indicate any deterioration of convergence rates for MITC4,
even for more general shape regular meshes.

The MITCS element approximates both 8 and w by spaces obtained from
mappings of the quadratic serendipity space. Since this space does not contain
all of Qs , (i.e, it is missing the basis function 2%y?), we expect to see only
O(h) convergence. The space I'}, is obtained by mapping the BDM f space,
which also degrades in convergence after a bilinear mapping. The MITC9
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element uses the full Q2 approximation for 8, but the use of the Q2 serendipity
space to approximate w and the BDF M 5‘ space to approximate -« will cause
degradation in the convergence rate on general quadrilateral meshes.

11 Other approaches

So far, all the finite element methods discussed have basically followed the
common approach of modifying the original variational formulation only by
the introduction of the reduction operator ITT. However, there are a num-
ber of other approaches that produce locking-free approximation schemes by
modifying the variational formulation in other ways. Although we will not
analyze these methods in detail, the main ideas are presented for a sampling
of such methods in the following subsections.

11.1 Expanded mixed formulations

One of the first approaches to developing locking-free finite elements for the
Reissner-Mindlin plate problem was the method proposed by Brezzi and
Fortin [24], based on the expanded mixed formulation (17)-(20). There are
now four variables to approximate and piecewise linear functions are used to
approximate r, p, and w, while piecewise linears plus cubic bubble functions
are used to approximate 6. The key idea was that equations (18)-(19) are
perturbations of the stationary Stokes equations, and so a stable conforming
approximation is obtained by Stokes elements with continuous pressures (note
that (19) requires p € H'(§2)). The choice made for these two variables was
the mini element. In fact, the Arnold-Falk method presented earlier was de-
veloped as a modification of this method that had the added feature that the
finite element method was also equivalent to a method using only the primi-
tive variables 8 and w. The new idea in [11] was to use a discrete Helmholtz
decomposition of piecewise constant functions as the element-wise gradient of
nonconforming piecewise linear functions plus the curl of continuous piecewise
linear functions to reduce the discrete expanded mixed formulation back to a
discrete formulation using only the primitive variables.

11.2 Simple modification of the Reissner-Mindlin energy

In this method by Arnold and Brezzi [7], the definition of the variable v is
modified to be
~=\t"%-1)(0 — grad w)

and a new bilinear form is defined:

a(0,w;p,v) = (CE(O),E(P)) + MO — grad w,yp — grad v).
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Then a modified weak formulation of the Reissner-Mindlin equations is to find
o 1 o
(0, w,~v) € H (£2) x H'(2) x L*(£2) such that

a(8,w; ¢,v) + A '3 (v,¢ — gradv) = (g,v) — (f, }),
bc H (Q),ve H(Q),

t2

m(%n) =0, nelL*N).

(gradw —0,7n) —

When this formulation is discretized by finite elements, we no longer need
the condition that grad W), C I}, since the form a(6, w; ¢, v) is coercive over

o 1 o
H (2) x H'(£2). Hence, greater flexibility is allowed in the design of stable
elements. Using this formulation, the choice
. 0 o
©,=M,+B;, W,=Mj, I,=M,.
gives a stable discretization and the error estimate

16 = Onlls +tly —vallo + lw — wnlly < CRISllo + llgllo)-

11.3 Least-squares stabilization schemes

In this approach by Hughes-Franca [37] and Stenberg [47], the bilinear forms
defining the method are modified by adding least-squares type stabilization
terms. The approach of Stenberg is simpler and we present that here. A weak
formulation of the Reissner-Mindlin equations without the introduction of the

shear stress is to find (0, w) € Hl(Q) x H'(£2) such that

B(0,w;$,v) = (g,0) — (£, 8), e H (2,veH(Q), (53

where
B(8,w; p,v) = a(0, @) + M\t 2(0 — grad w, ¢ — grad v).

In the stabilized scheme, we define

By(0,w;p,v) = a(0,¢) —a »_ h7(LO, L)z
TETh
+ Z (A2 + ah2) (0 — gradw + ah:LO, ¢ — grad v + ah:Le)r,
TeT)

where LO = div C £(0), and then seek an approximate solution (0, wy) €
®;, x Wy, such that

Bh(@h,ﬂ)h;¢,’0) = (g,’l)) - (.fa¢)7 1/) € @hvv S Wh7

The new bilinear form By, is constructed so that the new formulation is both
consistent and stable independent of the choice of finite element spaces. Dic-
tated by approximation theory estimates with respect to the norms used, the
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choices @), = Mg, Wy = M18+1 are considered for k > 1. In the lowest order
case k = 1, Lp|r = 0 for all T € T}, and all ¢ € O}, and hence the bilinear
form reduces to:

Bh(0h7 Wh; ¢7 U) = CL(07 ¢) + Z (A_1t2 + ah%)_l(e - gradw, ¢ - grad U)Ta
TeTy

a method proposed in Pitkéaranta [46]. Under the hypothesis 0 < a < C7 (for
an appropriately chosen constant Cy), it is shown that

16 = Ol + llw — wrlly < Ch*([wlli+2 + [18]]+1),

Estimates in other norms and for additional quantities are also obtained.

A modification of this method is also considered in [25]. In the modified
method, @, = ]\04?, Wy = ]\;[{3, and the term (6 — grad w, ¢ — gradv) is
modified to (HFH — gradw, TT ¢ — grad v) by adding the interpolation
operator IT T into the space RTOL. Thus, the method uses only linear elements.
We also note that a stabilized version of the MITC4 element is proposed and
analyzed in [42].

In Lyly [41], it is shown that the linked interpolation method discussed
previously has close connections (and in some cases is equivalent) to the sta-
bilized method of [25] and also to a stabilized linked method proposed by
Tessler and Hughes [50]. The connection to the method of [25] is established

o1
by proving that for ¢ € M, ¢ — grad L¢ = IT" ¢, where IT' denotes the
usual interpolant in RTY . Connections to the stabilized methods are then
established by using static condensation to eliminate the cubic bubble func-
tions.

11.4 Discontinuous Galerkin methods [9], [8]

In this approach, the bilinear forms are modified to include terms that allow
the use of totally discontinuous elements. We use the notation H*®(7) to
denote functions whose restrictions to T' belong to H*(T) for all T' € Tj. To
define the modified forms, we first define the jump and average of a function
in H*(7;,) as functions on the union of the edges of the triangulation. Let e
be an internal edge of 7}, shared by two elements T and T, and let n™
and n~ denote the unit normals to e, pointing outward from T and 7,
respectively. For a scalar function ¢ € H'(73,), its average and jump on on e
are defined respectively, by
+ _
{o} = #7 lel =™+ n".

Note that the jump is a vector normal to e. The jump of a vector ¢ € Hl(Th)
is the symmetric matrix-valued function given on e by:

[pl=0¢" Ont +¢~ On",
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where ¢ON = (pRN+n®¢@)/2 is the symmetric part of the tensor product of
¢ and n. On a boundary edge, the average {¢} is defined simply as the trace
of ¢, while for a scalar-valued function, we define [¢| to be pn (with n the
outward unit normal), and for a vector-valued function we define @] = pOn.

To obtain a DG discretization, we have to choose finite dimensional sub-
spaces @), C H*(T,), Wy, € H'(T},), and I';, € H'(T},). The method then
takes the form:

Find (0, wp,) € O x Wy, and ~,, € I'}, such that

(CEROR), En(@)) — ({CEROR)}, [D]) — ([0, {CER(D)}))
+ (v, grad, v — @) — ({v,}, [v])
+pe(On, @) + pw(wn,v) = (g9,v) = (£, @), (¢,v) € Op x W,

(gradh Wp, — 0h7"7) - <l]wh[|; {77}> - t2(’7h7,’7) =0, nelrly.

We make a standard choice for the interior penalty terms po and pyy:

pol0.9)= 3 " 101+ 1glds, pwiwe)= 30 " [lul-Tolas,
. 29T ),

ecép |6

so that pe (¢, @), (pw (v,v), resp.) can be viewed as a measure of the deviation
of ¢ (v, resp.) from being continuous. The parameters x© and k" are positive
constants to be chosen; they must be sufficiently large to ensure stability. In
the case when W), consists of continuous elements, the penalty term py, will
not be needed.

In the simplest of such methods, one chooses for £k > 1, W, = M,g 15
i.e., continuous piecewise polynomials of degree < k + 1. We then choose
w! = ITWw, where ITV is defined as for the MITC elements. Since the space
O}, need not be continuous, we can now choose @}, so that condition (30) is
satisfied without the need for a reduction operator ITT. The simplest choice is
e, = BDMé‘_l. We note that grad W), C @. We next define o' = H@0,
where IT® : H'(2) — @, is defined by the conditions:

/(¢— H@qb) -8qds =0, g€ Pr_1(e),

e

/T(¢—H@¢)'qd$=07 q € RT;,_3(T),

where RT'),_3 is the usual (unrotated) Raviart-Thomas space of index k — 3.
We note that the interior degrees of freedom are not the original degrees of
freedom defined for these spaces. However, the natural interpolant defined by
these modified degrees of freedom satisfies the additional and key property
that

° gradw = grad IT" w.

From this condition, we get
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v = M2(grad w! — 07) = X\t 2(grad TV w — IT®9)
= M 2I1® (grad w — 0) = I1®~.

11.5 Methods using nonconforming finite elements
In the nonconforming element of Ofiate, Zarate, and Flores [43], one chooses
Yl °r0 1
©,=M, W,=M,, I,=RTj.

In this case, @}, is not contained in PoIl(Q), and so & must be replaced by
Ep. The main problem with this method is that || £4(65)]|2 is not a norm on
®}, because Korn’s inequality fails for nonconforming piecewise linear func-
tions. To partially compensate for this fact, one can use the following result,
established in [14]. Define

Zh:{(w,n)GMIxI“h:)\_lt2rotn:roth1/;}. (54)

Lemma 11.1 There exists a constant ¢ independent of h and t such that

an(y, ) + A7 (n,m) > c[min(1, 22/ [|[9]17 ), + | € I3
+&[|nl[§ + p** | rotn[5]  for all (v, m) € Z.

Note that the bilinear form is not uniformly coercive. It is then possible to
establish the following error estimates (cf. [14]).

Theorem 11.2 There exists a constant C independent of h and t such that
16 — Onll1,n + || xot(y — y)[I§ < Chmax(1,¢%/h?)[|g]o.

1£(8 = 0n)I[5 + tlly — vullo < Chmax(1,t/h)|g]lo-
16 — Brllo + lw — wallo < Cmax(h?,t*)]gllo-

Note that this theorem does not imply convergence of the method. If h ~ ¢,
however, the error will be small.
In the method proposed by Lovadina [40],

Qh:]\c/-’:, Wy, = My, I =M,

so two of the spaces are nonconforming. Hence, both £ and grad are replaced
by their element-wise counterparts. In addition, the bilinear form a(0, ¢) is
replaced by

@(6.)= 3" ar(6.9) +pe(6.8),  ar(6.6) = [ C20):e(@)d.
TeT), T

where po has the same definition as in the discontinuous Galerkin method.
By adding the term pg, one is able to establish a discrete Korn’s inequality.
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This method is a simplified version of a method proposed earlier by Brezzi-
Marini [26]. Using a similar formulation, they made the choices

@h:M:-i-B;, Wh:Mik'FB;, Fh:Mo-i-grath;,

where B; denotes the nonconforming quadratic bubble function that vanishes
at the two Gauss points of each edge of a triangle. See also [27] for L? estimates
for the method of [40].

11.6 A negative-norm least squares method

This method, proposed by Bramble-Sun [22], begins with the expanded mixed
formulation used by Brezzi-Fortin. The problem is then reformulated as a
least squares method using a special minus one norm developed previously by
Bramble, Lazarov, and Pasciak. Only continuous finite elements are needed
to approximate all the variables, and piecewise linears can be used. Opti-
mal order error estimates are established uniformly in the thickness t. The
stability result also gives a natural block diagonal preconditioner, using only
standard preconditioners for second order elliptic problems, for the solution
of the resulting least squares system.

12 Summary

We have treated in these notes only a selection of the finite element methods
that have been developed for the approximation of the Reissner-Mindlin plate
problem, concentrating on those for which there is a mathematical analysis.
There are many other methods available in the engineering literature, and the
list is too long to give proper citations.
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