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Derivation and Justification of Plate
Models by Variational Methods

Stephen M. Alessandrini, Douglas N. Arnold,
Richard S. Falk, and Alexandre L. Madureira

Abstract. We consider the derivation of two-dimensional models for the

bending and stretching of a thin three-dimensional linearly elastic plate us-
ing variational methods. Specifically we consider restriction of the trial space
in two different forms of the Hellinger-Reissner variational principle for 3-D
elasticity to functions with a specified polynomial dependence in the trans-
verse direction. Using this approach many different plate models are possible
and we classify and investigate the most important. We study in detail a
method which leads naturally not only to familiar plate models, but also to
error bounds between the plate solution and the full 3-D solution.

1. Introduction

Let Ω be a smoothly bounded domain in R2 and t ∈ (0, 1]. We consider
an isotropic, homogeneous, linearly elastic plate occupying the region Pt = Ω ×
(−t/2, t/2). Denote the union of the top and bottom surfaces of the plate by
∂P±t = Ω × {−t/2, t/2} and the lateral boundary by ∂PL

t = ∂Ω × (−t/2, t/2).
See Figure 1. We suppose that the plate is loaded by a surface force density
g: ∂P±t → R3 and a volume force density f : Pt → R3, and is clamped along its
lateral boundary. The resulting stress σ∗: Pt → R3×3

sym and displacement u∗: Pt → R3

then satisfy the boundary-value problem

Aσ∗ = ε(u∗), − div σ∗ = f in Pt,

σ∗n = g on ∂P±t , u∗ = 0 on ∂PL
t .(1)

Here ε(u∗) denotes the infinitesimal strain tensor associated to the displacement
vector u∗, namely the symmetric part of its gradient, and div σ denotes the vector
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Figure 1. The two-dimensional domain Ω and plate domain Pt.

divergence of the symmetric matrix σ taken by rows. The compliance tensor A is
given by Aτ = (1 + ν)τ/E − ν tr(τ )δ/E, with E > 0 Young’s modulus, ν ∈ [0, 1/2)
Poisson’s ratio, and δ the 3× 3 identity matrix.

A plate model seeks to approximate the solution of the elasticity problem (1)
in terms of the solution of a system of partial differential equations on the two-
dimensional domain Ω without requiring the solution of a three-dimensional prob-
lem. The passage from the 3-D problem to a plate model is known as dimensional
reduction.

In this paper we discuss systematic procedures of dimensional reduction to
plate models based on variational formulations of the three-dimensional problem
(1). In addition to the derivation of plate models, we are very concerned with their
rigorous justification in the sense of proving convergence and rates of convergence,
in an appropriate sense, of the plate model solution to the 3-D solution as the plate
thickness tends to zero.

Before proceeding, we introduce some notation. As has already been seen,
we indicate tensors in three variables with underbars. A first-order tensor (or 3-
vector) is written with one underbar, a second-order tensor (or 3× 3 matrix) with
two underbars, etc. For tensors in two variables we use undertildes in the same
way. By way of illustration, any 3-vector may be expressed in terms of a 2-vector
giving its in-plane components and a scalar giving its transverse component, and
any 3×3 symmetric matrix may be expressed in terms of a 2×2 symmetric matrix,
a 2-vector, and a scalar thus:

v =
(

v∼
v3

)
, τ =

(
τ∼∼

τ∼
τ∼
T τ33

)
.

Underbars and undertildes will be used for tensor-valued functions, operators yield-
ing such functions, and spaces of such operators, as well. Even without explicit
mention, all second-order tensors arising in this paper will be assumed symmetric.
Thus, for example, the notation H∼∼

s(Ω) denotes the Sobolev space of order s which
consists of all functions on Ω with values in R2×2

sym whose partial derivatives of order
at most s are square integrable. We denote the norm on a (scalar or tensor-valued)
Sobolev space of order s on a set Q by ‖ · ‖s,Q. In the case where Q = Ω we just
write ‖ · ‖s.

By taking odd and even parts with respect to the variable x3, the three-
dimensional plate problem splits into two decoupled problems which correspond



DERIVATION AND JUSTIFICATION OF PLATE MODELS BY VARIATIONAL METHODS 3

to stretching and bending of the plate. More precisely, for a function k(x) defined
on Pt or ∂P±t , define its odd and even parts with respect to x3:

keven(x) =
k(x∼, x3) + k(x∼,−x3)

2
, kodd(x) =

k(x∼, x3)− k(x∼,−x3)
2

.

We then decompose the loads

g = gs + gb, f = f s + fb,

with

gs =
(

g
∼

even

godd
3

)
, gb =

(
g
∼

odd

geven
3

)
, f s =

(
f
∼

even

fodd
3

)
, fb =

(
f
∼

odd

f even
3

)
.

Define the stretching portion (σ∗s, u∗s) of the solution by the system (1) with g
replaced by gs and f replaced by f s, and define the bending portion of the solution
analogously. It is then easy to see that

u∗s =
(

u∼
∗even

u∗odd
3

)
, σ∗s =

(
σ∼∼
∗even σ∼

∗odd

(σ∼
∗odd)T σ∗even33

)
,

u∗b =
(

u∼
∗odd

u∗even3

)
, σ∗b =

(
σ∼∼
∗odd σ∼

∗even

(σ∼
∗even)T σ∗odd

33

)
,

and that
u = us + ub, σ = σs + σb.

Thus, the three-dimensional elasticity problem (1) splits into two decoupled prob-
lems, one for the stretching portion of the solution and one for the bending portion.

All the common two-dimensional plate models admit a similar splitting. The
most common plate stretching models are variants of the equations of generalized
plane stress. The most common plate bending models are variants of the Kirchhoff-
Love biharmonic plate model or of the Reissner-Mindlin plate model. We speak of
variants here, because the specification of the forcing functions for the 2-D differ-
ential equations in terms of the 3-D loads g and f differs for different models to
be found in the literature, as does the specification of the approximate 3-D stresses
and displacements in terms of the solutions of the 2-D boundary-value problems.
Moreover, there is a coefficient in the Reissner-Mindlin model, the so-called shear
correction factor, which is given different values in the literature. So there is no
universally accepted basic two-dimensional model of plate stretching or bending.

2. A Variational Approach to Dimensional Reduction

The Hellinger-Reissner principle, or HR for short, gives a variational character-
ization of the solution to the three-dimensional problem (1). To state this principle
we define

Σ• = L2(Pt), V • =
{
v ∈ H1(Pt): v = 0 on ∂PL

t

}
.

Then HR characterizes (σ∗, u∗) as the unique critical point (namely a saddle point)
of the HR functional

J(τ , v) =
1
2

∫
Pt

Aτ : τ dx−
∫
Pt

τ : ε(v) dx +
∫
Pt

f · v dx +
∫
∂P±t

g · v dx∼
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Table 1. Summary of the principle plate models
based on the Hellinger-Reissner principle.

model deg3 σ∼∼
deg3 σ∼ deg3 σ33 deg3 u∼ deg3 u3

HR1(p) p p− 1 p− 2 p p− 1
HR2(p) p p− 1 p p p− 1
HR3(p) p p + 1 p p p + 1

on Σ• × V •. Equivalently, (σ∗, u∗) is the unique element of Σ• × V • satisfying the
weak equations ∫

Pt

Aσ∗: τ dx−
∫
Pt

ε(u): τ dx = 0 for all τ ∈ Σ•,∫
Pt

σ: ε(v) dx =
∫
Pt

f · v dx +
∫
∂P±t

g · v dx∼ for all v ∈ V •.

Plate models may be derived by replacing Σ• and V • in HR with subspaces Σ
and V which admit only a specified polynomial dependence on x3 and then defining
(σ, u) as the unique critical point of J over Σ× V . This is equivalent to restricting
the trial and test spaces in the weak formulation to Σ × V . Now if the subspaces
Σ and V are chosen carelessly, there may not exist any such critical point or it
may not be unique. We can, and shall, insure a unique solution by insisting that
ε(V ) ⊂ Σ. To describe the spaces we consider, we write deg3 v = p, with v ∈ L2(Pt)
and p ∈ Z, to mean that v is a polynomial in x3 of degree p with coefficients in
L2(Ω). If p < 0, we take this to mean that v ≡ 0.

To describe one family of plate models derived in this way, fix a positive integer
p, and let

Σ =
{
τ ∈ Σ•: deg3 τ∼∼

≤ p, deg3 τ∼ ≤ p− 1, deg3 τ33 ≤ p− 2
}
,

V =
{
v ∈ V •: deg3 v∼ ≤ p, deg3 v3 ≤ p− 1

}
.

We refer to this plate model as the HR1(p) model.
This family of models and two others, called HR2(p) and HR3(p), are specified

in Table 1. The most interesting plate models based on HR seem to be those in
Table 1 and those which consist of one method from Table 1 applied to the stretching
problem and another applied to the bending problem. Thus, for example, with p
odd, we may apply HR3(p−1) to the stretching problem and HR2(p) to the bending
problem. This corresponds to seeking a critical point of the Hellinger-Reissner
functional over fields with all components of degree at most p.

Each of these choices of space fulfils the condition ε(V ) ⊂ Σ, and so defines a
unique σ and u. It is not hard to see that the coefficients of σ and u (as polynomials
in x3) are determined by boundary-value problems posed on Ω (we shall illustrate
a specific example below).

The HR2(p) and HR3(p) models satisfy the condition A−1ε(V ) ⊂ Σ as well.

For these two families of models it then follows that σ = A−1ε(u)—i.e., the three-
dimensional constitutive equation is satisfied exactly—and that u is determined as
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the minimizer in V of the potential energy

E(v) =
1
2

∫
Pt

A−1ε(v): ε(v) dx−
∫
Pt

f · v dx−
∫
∂P±t

g · v dx∼.

Thus the HR2(p) and HR3(p) models are minimum energy models (or projection
models), which have been discussed by many authors, for example [1, 4, 12]. The
HR1(p) models are not minimum energy models.

We now consider some specific low-order models. For this we introduce nota-
tions for the odd and even parts of g

∼
and g3 and for the first two moments of f

∼
and f3 with respect to x3, all viewed as functions on Ω. We set

g0
3(x∼) =

1
2
[
g3(x∼, t/2) + g3(x∼,−t/2)

]
, g1

3(x∼) =
1
2
[
g3(x∼, t/2)− g3(x∼,−t/2)

]
,

f0
3 (x∼) =

∫ t/2

−t/2
f3(x∼, x3) dx3, f1

3 (x∼) =
∫ t/2

−t/2
f3(x∼, x3)

x3

t
dx3,

and define g
∼

0, g
∼

1, f
∼

0, and f
∼

1 analogously.

The HR1(1) method. Define the two-dimensional analogue of the compliance
tensor by A∼∼∼∼

τ∼∼
= (1+ν)τ∼∼/E−ν tr(τ∼∼)δ∼∼/E. It can be shown that the HR1(1) solution

is given by

u(x) =
(

η
∼
(x∼)
0

)
+
(−φ

∼
(x∼)x3

ω(x∼)

)
,(2)

σ(x) =
(

A∼∼∼∼
−1ε∼∼

(η
∼
) 0

0 0

)
+

(
−A∼∼∼∼
−1ε∼∼

(φ
∼
)x3

E
2(1+ν) (∇∼ω − φ

∼
)

E
2(1+ν) (∇∼ω − φ

∼
)T 0

)
,(3)

where η
∼

is determined by a classical generalized plane stress problem and φ
∼

and ω

by a Reissner-Mindlin problem. Specifically,

−t div∼ A∼∼∼∼
−1ε∼∼

(η
∼
) = 2g

∼
0 + f

∼
0 in Ω,(4)

η
∼

= 0 on ∂Ω,(5)

and

− t3

12
div∼ A∼∼∼∼

−1ε∼∼
(φ
∼
) + t

E

2(1 + ν)
(φ
∼
−∇∼ω) = −t(g

∼
1 + f

∼
1) in Ω,(6)

t
E

2(1 + ν)
div(φ

∼
−∇∼ω) = 2g0

3 + f0
3 in Ω,(7)

φ
∼

= 0, ω = 0 on ∂Ω.(8)

The verification of these equations is straightforward, but tedious. A similar, but
more involved, computation (that for the HR′4(1) model defined in §3) will be given
in the appendix.

Note that in the case of a purely transverse bending load, the system (6)–(8)
is the classical Reissner-Mindlin system with shear correction factor 1. When the
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bending is also affected by nonzero g
∼

1 or f
∼

1, then these appear as an applied couple
in the Reissner-Mindlin system.

Thus we see that the HR1(1) method is a simple approach to deriving the
classical generalized plane stress and Reissner-Mindlin models.

The HR2(1) model. The conclusion is altogether different for the HR2(1)
model, the simplest minimum energy model. In this case it can be shown that u is
again given by (2) (and σ is given by an expression a bit more complicated than(3)
which we don’t report here), except that the equations (4) and (6) are replaced by

−t
[
div∼ A∼∼∼∼

−1ε∼∼
(η
∼
) + c∇∼ div η

∼

]
= 2g
∼

0 + f
∼

0 in Ω,

and

− t3

12
[
div∼ A∼∼∼∼

−1ε∼∼
(φ
∼
) + c∇∼ div φ

∼

]
+ t

E

2(1 + ν)
(φ
∼
−∇∼ω) = −t(g

∼
1 + f

∼
1) in Ω,

respectively, with c = −Eν2/[(1−ν2)(2ν−1)]. These additional terms are spurious,
and cause the HR2(1) model to be divergent as t tends to 0 (in a sense which will
be made precise in §4).

Thus the HR2(1) model is incorrect. For p ≥ 3 it can be shown that the HR2(p)
model is convergent. For p = 3, it can be shown to be identical to a method of Lo,
Christensen, and Wu [13]. However, we feel it possible that even for larger p, the
HR2(p) method is both more complicated than and less accurate than the HR1(p)
method.

The HR3(1) model. For lack of space we will not discuss this model here, ex-
cept to note that it is a convergent model, but that the stretching system it yields is
more complicated than the generalized plane stress system and the bending system
it yields is more complicated than the Reissner-Mindlin system. In particular, the
stretching boundary-value problem is a coupled system in three scalar unknowns
in contrast to the two of generalized plane stress, and the bending boundary-value
problem is a coupled system in four scalar unknowns in contrast to the three un-
knowns of the Reissner-Mindlin system. In the case of the bending problem this is
referred to as the (1, 1, 2) model in the terminology of Babuška and Li [4, 12].

3. An Alternative Variational Approach

A variant of the Hellinger-Reissner principle, which we shall call HR′, leads to
somewhat different plate models. We shall discuss one of these models which is
both more accurate and more amenable to rigorous justification than the methods
based on HR discussed above. For HR′ we define

Σ∗g =
{
σ ∈ H(div, Pt) | σn = g on ∂P±t

}
, V ∗ = L2(P ).

The space H(div, Pt) is the space of square integrable symmetric matrix-valued
functions on Pt with square integrable divergence. Then HR′ characterizes (σ∗, u∗)
as the unique critical point (again a saddle point) of the HR′ functional

J ′(τ , v) =
1
2

∫
Pt

Aτ : τ dx +
∫
Pt

div τ · v dx +
∫
Pt

f · v dx
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Table 2. Summary of the principle plate models based on
the second form of the Hellinger-Reissner principle.

model deg3 σ∼∼
deg3 σ∼ deg3 σ33 deg3 u∼ deg3 u3

HR′1(p) p p− 1 p p p− 1
HR′2(p) p p + 1 p p p− 1
HR′3(p) p p + 1 p p p + 1
HR′4(p) p p + 1 p + 2 p p + 1

on Σ∗g × V ∗. Equivalently, (σ∗, u∗) is the unique element of Σ∗g × V ∗ satisfying the
weak equations ∫

Pt

Aσ∗: τ dx +
∫
Pt

u · div τ dx = 0 for all τ ∈ Σ∗0,(9) ∫
Pt

div σ · v dx = −
∫
Pt

f · v dx for all v ∈ V ∗.(10)

Here Σ∗0 =
{
σ ∈ H(div, Pt) | σn = 0 on ∂P±t

}
. Note that the displacement bound-

ary conditions, which were essential to the first form of the Hellinger-Reissner prin-
ciple, are natural in this setting, while the reverse situation holds for the traction
boundary conditions.

By restricting J ′ to subspaces of Σ∗g and V ∗ with a specified polynomial de-
pendence on x3, we obtain a variety of plate models. Table 2 lists four families of
models of this type. All but the second were studied (in the case of bending only)
by Alessandrini in his thesis [1].

Here we shall consider only the model HR′4(1). For this model (and a number
of others from Table 2), we have div Σ0 = V . This not only implies that there is a
unique solution (σ, u) but also that

(11) div σ = −PV f,

the orthogonal projection of f in V ∗ onto V . It follows that σ minimizes the
complementary energy

Ec(τ ) =
1
2

∫
Pt

Aτ : τ dx

over all τ ∈ Σg satisfying the equilibrium condition div τ = −PV f . That is, the

HR′4(1) model is a minimum complementary energy model.
We remark that one of Reissner’s own derivation of the Reissner-Mindlin plate

bending model [10] used a complementary energy approach close to HR′4(1). How-
ever, the trial subspace of Σ∗g which Reissner used is not determined simply by
bounding the polynomial degrees of the various components. The resulting plate
bending model is very close to what we shall obtain, but the approach is not as
amenable to error analysis or to generalization to higher formal order.

The HR′4(1) model gives

(12) u(x) =
(

η
∼
(x∼)

ρ(x∼)x3

)
+
( −φ

∼
(x∼)x3

ω(x∼) + ω2(x∼)r(x3)

)
,



8 S. M. ALESSANDRINI ET AL.

and

(13) σ(x) =

(
σ∼∼

0(x∼) 2x3
t g
∼

0(x∼)
2x3
t g
∼

0(x∼)T g1
3(x∼) + σ0

33(x∼)q(x3)

)

+

(
σ∼∼

1(x∼)x3
t g

∼
1(x∼) + σ∼

0(x∼)q(x3)

g
∼

1(x∼)T + σ∼
0(x∼)T q(x3) g0

3(x∼)2x3
t + σ1

33(x3)s(x3)

)
,

where the coefficient functions η
∼
, ρ, φ

∼
, ω, ω2, σ∼∼

0, σ0
33, σ∼∼

1, σ∼
0, and σ1

33 are func-
tions of x∼ which we shall describe, and the polynomials q, r, and s are given by
q(z) = 3/2− 6z2/t2, r(z) = 6z2/t2 − 3/10, and s(z) = (5/2)z/t− 10z3/t3. In the
appendix we verify that the coefficient functions are determined by the following
2-D boundary-value problems.

The stretching solution. The stretching portion of the solution is deter-
mined by the solution to the boundary-value problem

−t div∼ A∼∼∼∼
−1ε∼∼

(η
∼
) = l∼1

+ t
ν

1− ν
∇∼ l2 in Ω,(14)

η
∼

= 0 on ∂Ω,(15)

where

(16) l∼1
= 2g
∼

0 + f
∼

0, l2 = g1
3 +

t

6
div g
∼

0 + f1
3 .

Note that only the loading term l∼1
appeared in the HR1(1) model described earlier.

This model takes into account the effect of an odd transverse load on stretching,
which is ignored in HR1(1).

With η
∼

uniquely determined by (14)–(15), the remaining solution quantities
are given by

σ∼∼
0 = A∼∼∼∼

−1ε∼∼
(η
∼
) +

ν

1− ν
l2δ∼∼

,(17a)

σ0
33 =

t

6
div g
∼

0 + f1
3 ,(17b)

ρ =
1
E

[
−ν tr(σ∼∼

0) +
6
5
σ0

33 + g1
3

]
.(17c)

The bending solution. The bending portion of the solution is determined
by the solution to the boundary-value problem

− t3

12
div∼ A∼∼∼∼

−1ε∼∼
(φ
∼
) + t

5
6

E

2(1 + ν)
(φ
∼
−∇∼ω) = tk∼1

− t2

12
∇∼k2 in Ω,(18)

t
5
6

E

2(1 + ν)
div(φ

∼
−∇∼ω) = k3 in Ω,(19)

φ
∼

= 0, ω = 0 on ∂Ω,(20)
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where

(21)
k∼1

= −5
6

g
∼

1 − f
∼

1, k2 =
ν

1− ν

[
t

5
div g
∼

1 +
12
5

g0
3 + f2

3

]
,

k3 =
t

6
div g
∼

1 + 2g0
3 + f0

3 .

Here we have introduced the quantity f2
3 (x∼) =

∫ t/2
−t/2 f3(x)r(x3) dx3.

The equations (18)–(19) are a somewhat different version of the Reissner-
Mindlin equations than (6)–(7), which arose from the HR1(1) model. Not only
are the formulas for the applied load and couple more involved, but a shear correc-
tion factor of 5/6 has been introduced.

With φ
∼

and ω determined by (18)–(20) we find

σ∼∼
1 = −tA∼∼∼∼

−1ε∼∼
(φ
∼
) + k2δ∼∼

,(22a)

σ∼
0 =

5
6

[
E

2(1 + ν)
(−φ
∼

+∇∼ω)− g
∼

1

]
,(22b)

σ1
33 =

t

5
div g
∼

1 +
2
5
g0
3 + f2

3 ,(22c)

ω2 =
t

E

[
1
6
g0
3 +

5
42

σ1
33 −

ν

12
tr(σ∼∼

1)
]
.(22d)

4. Bounding the Modelling Error

An important advantage of the HR′4(1) method is that it is amenable to rigorous
error analysis. To state our main result, we make the following assumptions on the
data f and g. We assume that f ∈ V , i.e., that f

∼
varies linearly with x3 and f3

quadratically, and that f i3 ∈ H1(Ω), i = 1, 2, 3. We assume that g ∈ L2(∂P±t ) and
also that div g

∼
, g3 ∈ H1(∂P±t ). For such loading functions we define the norms

N(f
∼

0) = ‖f
∼

0‖0, N(f
∼

1) = ‖f
∼

1‖0,

N(f0
3 , f2

3 ) = ‖f0
3‖−1 + t3/2‖f2

3‖0 + t2‖f2
3‖1, N(f1

3 ) = ‖f1
3 ‖0 + t1/2‖f1

3 ‖1,
N(g
∼

0) = ‖g
∼

0‖0 + t3/2‖ div g
∼

0‖0 + t2‖ div g
∼

0‖1,

N(g
∼

1) = ‖g
∼

1‖0 + t3/2‖ div g
∼

1‖0 + t2‖ div g
∼

1‖1,

N(g0
3) = ‖g0

3‖−1 + t3/2‖g0
3‖0 + t2‖g0

3‖1, N(g1
3) = ‖g1

3‖1.

The precise form of these t-dependent norms is unessential. The key point is that
if the functions f

∼
i, f i3, g

∼
i, gi3 on Ω are nonzero smooth functions independent of t,

then the norms given tend to a finite nonzero limit as t tends to zero.

Theorem 1. Let t ∈ (0, 1] and suppose that f : Pt → R3 and g: ∂P±t → R3

satisfy the conditions just stated. Define (σ∗, u∗) as the solution to the three-
dimensional elasticity problem (1) and define (σ, u) as the solution to the HR′4(1)
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model (12)–(22). Then we have∥∥ε(u∗ − u)
∥∥

0,Pt
+ ‖σ∗ − σ‖0,Pt ≤ C

[
N(g
∼

0) + N(f
∼

0) + tN(g1
3) + t1/2N(f1

3 )

+ t−1N(g0
3) + t−1N(f0

3 , f2
3 ) + N(g

∼
1) + N(f

∼
1)
]
,

where C is a constant independent of t, g, and f .

Before proceeding to the proof of the theorem, we discuss its significance. First
we consider a simple case of pure stretching, namely that where the surface load
is purely in-plane and even in x3, and the volume load vanishes. That is, suppose
that for each t,

g(x∼, t/2) = g(x∼,−t/2) =
(

g
∼

0(x∼)
0

)
,

with g
∼

0 a smooth function on Ω independent of t, and that f is identically zero.
Then Theorem 1 gives the estimate∥∥ε(u∗ − u)

∥∥
0,Pt

+ ‖σ∗ − σ‖0,Pt ≤ const.,

with the constant depending on g
∼

but not on t. However, from (14)–(17), we easily

see that
∥∥ε∼∼

(η
∼
)
∥∥

0
and ‖σ∼∼

0‖0 behave as O(t−1) as t tends to zero, and consequently∥∥ε(u)
∥∥

0,Pt
and ‖σ‖0,Pt behave as O(t−1/2). Thus we find that the relative error

‖ε(u∗ − u)‖0,Pt
‖ε(u)‖0,Pt

+
‖σ∗ − σ‖0,Pt
‖σ‖0,Pt

≤ Ct1/2.

In other words, the plate model converges with order t1/2. Note that we could have
as well assumed that the surface load was proportional to a function of t, rather
than independent of t, and still have obtained O(t1/2) convergence. Indeed, for the
relative error, any such factor cancels out.

In the case of a purely in-plane and even volume load and vanishing surface
load, we obtain the same result in essentially the same way.

Next consider the simplest case of pure bending, namely a transverse, even
surface load and no volume load:

g(x∼, t/2) = g(x∼,−t/2) =
(

0
g0
3(x∼)

)
.

In this case the theorem gives∥∥ε(u∗ − u)
∥∥

0,Pt
+ ‖σ∗ − σ‖0,Pt ≤ Ct−1.

But from (18)–(22) we see that ‖φ
∼
‖1 behaves as O(t−3) and ‖σ∼∼

1‖0 as O(t−2). Thus∥∥ε(u)
∥∥

0,Pt
and ‖σ‖0,Pt behave as O(t−3/2), and again we have a convergence rate

of O(t1/2) in relative energy norm. The same results holds for bending induced by
a transverse, even volume load.

A less common situation is when bending is induced by an in-plane surface load
which acts in opposite directions on the top and bottom surfaces:

g(x∼, t/2) = −g(x∼,−t/2) =
(

g
∼

1(x∼)
0

)
.
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Once again we obtain a relative error convergence rate of O(t1/2). The same result
holds for bending induced by an odd in-plane volume loading, and for stretching
induced by an odd transverse surface loading.

We are aware of one case where O(t1/2) convergence does not hold. Suppose
that the surface load vanishes and the volume load is transverse and odd in x3:

f(x) =
(

0
f(x∼)x3

)
,

where f is non-constant. Then f1
3 = t2f/12, while the other load quantities vanish.

Therefore Theorem 1 gives∥∥ε(u∗ − u)
∥∥

0,Pt
+ ‖σ∗ − σ‖0,Pt ≤ Ct5/2,

but
∥∥ε(u)

∥∥
0,Pt

and ‖σ‖0,Pt are O(t5/2) in this case as well. Thus, in this loading
case, we don’t see any convergence. (We remark that this exceptional situation
doesn’t pertain to a transverse volume load due to gravity, since then its odd part
vanishes.)

5. Proof of the Modelling Error Bounds

The proof of Theorem 1 will be based on the two energies principle or Prager-
Synge theorem [9]. To state this principle, we define the energy norm of v ∈ H1(Pt)
by

‖v‖2e =
∫
Pt

A−1ε(v): ε(v) dx,

and the complementary energy norm of τ ∈ L2(Pt) by

‖τ‖2c =
∫
Pt

Aτ : τ dx.

Clearly, ‖v‖e is equivalent to
∥∥ε(v)

∥∥
0,Pt

and ‖τ‖c is equivalent to ‖τ‖0,Pt with
equivalence constants independent of t. The form of the two energies principle
we use states that if a stress field and displacement field satisfy the equilibrium
equation and boundary conditions of the three-dimensional elasticity problem, then
the energy norm of their difference from the true solution of the 3D problem can
be written in terms of a norm of the residual of the constitutive equation.

Theorem 2. Suppose that σ̄ ∈ H(div, Pt) satisfies

(23) − div σ̄ = f in Pt, σ̄n = g on ∂P±t ,

and that ū ∈ H1(Pt) satisfies

(24) ū = 0 on ∂PL
t .

Then
‖u∗ − ū‖2e + ‖σ∗ − σ̄‖2c = ‖σ̄ −A−1ε(ū)‖2c .

Since σ belongs to Σg and satisfies (11), and because we assumed that f ∈ V , we
may choose σ̄ = σ and (23) is satisfied. We may not, however, take ū = u, because,
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in general, the third component of u does not vanish on the lateral boundary and
so (24) would not be satisfied.

Therefore we define

ū(x) = ūs(x) + ūb(x) :=
(

η
∼
(x∼)

ρ̄(x∼)x3

)
+
( −φ

∼
(x∼)x3

ω(x∼) + ω̄2(x∼)r(x3)

)
,

where ρ̄ and ω̄2 are functions in H̊1(Ω) which are yet to be defined. We will use
the Prager-Synge theorem to bound

∥∥ε(u∗ − ū)
∥∥

0,PT
and ‖σ∗ − σ‖0,PT , and then

bound
∥∥ε(u∗ − u)

∥∥
0,PT

via the triangle inequality.

A priori estimates. The first step is to derive some a priori estimates for the
plate model.

Stretching. The following lemma summarizes the regularity of quantities asso-
ciated to the stretching problem.

Lemma 3. Let s ≥ 0 be an integer. There exist a constant C depending only
on s, Ω, E, and ν such that

‖σ0
33‖s ≤ C

(
t‖ div g

∼
0‖s + ‖f1

3‖s
)
,

and

‖η
∼
‖s+1 + ‖σ∼∼

0‖s + ‖ρ‖s ≤ C
(
t−1‖g

∼
0‖s−1 + t−1‖f

∼
0‖s−1 + ‖g1

3‖s
[t]+‖f1

3‖s + t‖ div g
∼

0‖s
)
.

Proof. The estimate for σ0
33 is immediate from its definition (17) (with C =

1). The estimate for η
∼

follows directly from standard regularity estimates for the
plane elasticity problem (14)–(15), and then the estimates for σ∼∼

and ρ follow from
their definitions. �

Bending. For the bending problem, the situation is more complicated, because
the boundary-value problem (18)–(20) involves a boundary layer. The following
result is proved in [2].

Theorem 4. Let Ω be a convex polygon or a smoothly bounded domain in the
plane. For any t ∈ (0, 1], F∼ ∈ H∼

−1(Ω), and G ∈ H−1(Ω), there exists a unique
(φ
∼
, ω) ∈ H∼

1(Ω)×H1(Ω) such that

− 1
12

div∼ A∼∼∼∼
−1ε∼∼

(φ
∼
) + t−2 5

6
E

2(1 + ν)
(φ
∼
−∇∼ω) = F∼ in Ω,

t−2 5
6

E

2(1 + ν)
div(φ

∼
−∇∼ω) = G in Ω,

φ
∼

= 0, ω = 0 on ∂Ω.

Moreover, if F∼ ∈ L2(Ω), then φ
∼
∈ H2(Ω) and there exists a constant C independent

of t, F∼, and G, such that

‖φ
∼
‖2 + ‖ω‖1 + t−2‖∇∼ω − φ

∼
‖0 ≤ C

(
‖F∼‖0 + ‖G‖−1

)
.
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We note that the estimate for ∇∼ω − φ
∼

follows directly from that for φ
∼

and
the first differential equation. We also remark that this result does not hold for
some other common boundary conditions for the Reissner-Mindlin plate, due to the
presence of a stronger boundary layer. For such problems a more refined analysis,
based on the asymptotic analysis of [3], is needed.

Lemma 5.

(1) For any s

‖σ1
33‖s ≤ t‖ div g

∼
1‖s + ‖g0

3‖s + ‖f2
3‖s.

(2) There exist a constant C depending only on Ω, E, and ν such that

‖φ
∼
‖2 + ‖ω‖1 + t−2‖∇∼ω − φ

∼
‖0 + t−1‖σ∼∼

1‖1 + t−2‖ω2‖1
≤ Ct−3

(
‖g0

3‖−1 + t2‖g0
3‖1 + ‖f0

3 ‖−1 + t2‖f2
3‖1 + t‖g

∼
1‖0 + t3‖ div g

∼
1‖1 + t‖f

∼
1‖0
)
.

Proof. The estimate for σ1
33 is immediate from its definition (22). The es-

timates for φ
∼
, ω, and ∇∼ω − φ

∼
follow directly from Theorem 4 by taking F∼ =

t−2k∼1
− t−1∇∼k2/12 and G = t−3k3, and the estimates for σ∼∼

1 and ω2 then follow
directly from (22). �

Estimation of the residual in the constitutive equation. We now pro-
ceed to the estimation of

∥∥Aσ− ε(ū)
∥∥

0,Pt
(which is equivalent to ‖σ−A−1ε(ū)‖c).

Stretching. The form of σs and ūs give

Aσs =

(
A∼∼∼∼

σ∼∼
0 − ν

E (g1
3 + σ0

33q)δ∼∼
1+ν
E

2x3
t g
∼

0

1+ν
E

2x3
t g
∼

0T 1
E (g1

3 + σ0
33q)− ν

E tr(σ∼∼
0)

)
,

and

(25) ε(ūs) =
(

ε∼∼
(η
∼
) (∇∼ ρ̄)x3

2

(∇∼ ρ̄)T x3
2 ρ̄

)
,

which, combined with the formulas for σ∼∼
0, σ0

33, and ρ above, give

Aσs − ε(ūs) =

(
ν
Eσ0

33(1− q)δ∼∼
1+ν
E

2x3
t g
∼

0 − (∇∼ ρ̄)x3
2

1+ν
E

2x3
t g
∼

0T − (∇∼ ρ̄)T x3
2 ρ− ρ̄ + 1

Eσ0
33(q − 6/5)

)
.

It follows that

(26)
∥∥Aσs − ε(ūs)

∥∥2

0,Pt
≤ Ct

(
‖g
∼

0‖20 + ‖σ0
33‖20 + t2‖∇∼ ρ̄‖20 + ‖ρ̄− ρ‖20

)
.

In view of this estimate we choose ρ̄ as the H̊1(Ω) function which minimizes

t2‖∇∼ ρ̄‖20 + ‖ρ̄− ρ‖20,

or, equivalently, as the solution of the boundary-value problem

(27) −t2∆ρ̄ + ρ̄ = ρ in Ω, ρ̄ = 0 on ∂Ω.

We then have the following estimate.
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Lemma 5. Let ρ ∈ H1(Ω) and let ρ̄ be the solution of (27). Then

t2‖∇∼ ρ̄‖20 + ‖ρ̄− ρ‖20 ≤ C
(
t‖ρ‖20,∂Ω + t2‖ρ‖21

)
.

Proof. Multiplying the differential equation by −∆ρ̄ and integrating by parts
gives

t2‖∆ρ̄‖20 + ‖∇∼ ρ̄‖20 =
∫

Ω

∇∼ρ · ∇∼ ρ̄ dx∼−
∫
∂Ω

ρ
∂ρ̄

∂n
ds.

Now
‖∂ρ̄/∂n‖20,∂Ω ≤ C‖ρ̄‖1‖ρ̄‖2 ≤ C

(
t−1‖ρ̄‖21 + t‖ρ̄‖22

)
,

so, for any ε > 0 we have∣∣∣∣∫
∂Ω

ρ
∂ρ̄

∂n
ds

∣∣∣∣ ≤ Cεt
−1‖ρ‖20,∂Ω + ε

(
‖ρ̄‖21 + t2‖ρ̄‖22

)
.

Clearly also ∣∣(∇∼ρ,∇∼ ρ̄)
∣∣ ≤ Cε‖ρ‖21 + ε‖ρ̄‖21.

It follows easily from these estimates that

t2‖∆ρ̄‖20 + ‖∇∼ ρ̄‖20 ≤ C
(
t−1‖ρ‖20,∂Ω + ‖ρ‖21

)
.

Multiplying by t2 and making the substitution t2∆ρ̄ = ρ̄− ρ gives the lemma. �

Applying the lemma to (26) and bounding ‖ρ‖0,∂Ω by ‖ρ‖1, we get

(28)
∥∥Aσs − ε(ūs)

∥∥
0,Pt
≤ Ct1/2

(
‖g
∼

0‖0 + ‖σ0
33‖0 + t1/2‖ρ‖1

)
≤ C

(
‖g
∼

0‖0 + t3/2‖ div g
∼

0‖0 + t2‖ div g
∼

0‖1
+ ‖f
∼

0‖0 + t‖g1
3‖1 + t1/2‖f1

3‖0 + t‖f1
3‖1
)
,

where we have used Lemma 3 in the last step.

Remark. If we use the formula (17) for ρ we can compute∥∥Aσs − ε(us)
∥∥

0,Pt
≤ Ct1/2

(
‖g
∼

0‖0 + t‖ div g
∼

0‖0 + t2‖ div g
∼

0‖1 + ‖f
∼

0‖0
+ t‖g1

3‖1 + ‖f1
3‖0 + t‖f1

3‖1
)
.

Thus this quantity is (for most loading conditions) one half order of t smaller than∥∥Aσs−ε(ūs)
∥∥

0,Pt
. This suggests, correctly, that if we consider a different boundary-

value problem, such as that for a periodic plate, in which the plate model does not
need to be corrected to satisfy the conditions on the lateral boundary, then the
model will approximate the three dimensional solution to higher order.

For later use we note one other consequence of Lemma 6. From (25) and the
analogous formula for ε(us) we have∥∥ε(ūs)− ε(us)

∥∥
0,Pt
≤ Ct1/2

[
t
∥∥∇∼(ρ̄− ρ)

∥∥
0

+ ‖ρ̄− ρ‖0
]

≤ Ct1/2
(
t‖∇∼ ρ̄‖0 + t‖∇∼ρ‖0 + ‖ρ̄− ρ‖0

)
≤ Ct‖ρ‖1.
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In view of Lemma 3 we conclude

(29)
∥∥ε(ūs)− ε(us)

∥∥
0,Pt
≤ C

(
‖g
∼

0‖0 + t2‖ div g
∼

0‖1 + ‖f
∼

0‖0 + t‖g1
3‖1 + t‖f1

3‖1
)
.

Bending. Since

Aσb =

(
A∼∼∼∼

σ∼∼
1 x3
t −

ν
E (g0

3
2x3
t + σ1

33s)δ∼∼
1+ν
E (g
∼

1 + σ∼
0q)

1+ν
E (g
∼

1 + σ∼
0q)T 1

E (g0
3

2x3
t + σ1

33s)− ν
E tr(σ∼∼

1)x3
t

)
,

and

ε(ūb) =

( −ε∼∼
(φ
∼
)x3

1
2

[
∇∼ω + (∇∼ ω̄2)r − φ

∼

]
1
2

[
∇∼ω + (∇∼ ω̄2)r − φ

∼

]T
ω̄2

12x3
t2

)
,

we obtain, in view of the formulas for σ∼∼
1, σ∼

0, and ω2,

Aσb − ε(ūb) =

(
ν
Eσ1

33(
x3
t − s)δ∼∼ ζ

∼
ζ
∼
T ζ

)
.

with

ζ
∼

=
(

1
2
− 5

12
q

)[
2(1 + ν)

E
g
∼

1 −∇∼ω + φ
∼

]
− 1

2
∇∼ ω̄2r,

ζ =
1
E

(
g0
3

2x3

t
+ σ1

33s

)
− ν

E
tr(σ∼∼

1)
x3

t
− ω̄2

12x3

t2
,

=
12x3

t2
(ω2 − ω̄2)−

1
E

[
10
7

x3

t
− s(x3)

]
σ1

33.

Thus

(30)
∥∥Aσb − ε(ūb)

∥∥2

0,Pt

≤ Ct
(
‖g
∼

1‖20 + ‖σ1
33‖20 + ‖∇∼ω − φ

∼
‖20 + ‖∇∼ ω̄2‖20 + t−2‖ω̄2 − ω2‖20

)
.

If we define ω̄2 by

−t2∆ω̄2 + ω̄2 = ω2 in Ω, ω̄2 = 0 on ∂Ω,

we obtain from Lemma 6 that

‖∇∼ ω̄2‖20 + t−2‖ω̄2 − ω2‖20 ≤ Ct−1‖ω2‖21.

Substituting this estimate in (30) and invoking Lemma 5 we get

(31)
∥∥Aσb − ε(ūb)

∥∥
0,Pt
≤ C

(
t−1‖g0

3‖−1 + t1/2‖g0
3‖0 + t‖g0

3‖1 + t−1‖f0
3 ‖−1

+ t1/2‖f2
3 ‖0 + t‖f2

3‖1 + ‖g
∼

1‖0 + t3/2‖ div g
∼

1‖0 + t2‖ div g
∼

1‖1 + ‖f
∼

1‖0
)
.
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Remark. Again, the use of ūb instead of ub (which is necessary to satisfy the
boundary conditions) results in the loss of half a power of t. Indeed one can check
that∥∥Aσb − ε(ub)

∥∥
0,Pt
≤ Ct1/2

(
t−1‖g0

3‖−1 + ‖g0
3‖0 + t‖g0

3‖1 + t−1‖f0
3‖−1

+ ‖f2
3‖0 + t‖f2

3 ‖1 + ‖g
∼

1‖0 + t‖ div g
∼

1‖0 + t2‖ div g
∼

1‖1 + ‖f
∼

1‖0
)
.

We also obtain

(32)
∥∥ε(ūb − ub)

∥∥
0,Pt
≤ Ct1/2

[∥∥∇∼(ω̄2 − ω2)‖0 + t−1‖ω̄2 − ω2

∥∥
0

]
≤ ‖ω2‖1

≤ C
(
t−1‖g0

3‖−1 + t‖g0
3‖1 + t−1‖f0

3‖−1 + t‖f2
3‖1

+ ‖g
∼

1‖0 + t2‖ div g
∼

1‖1 + ‖f
∼

1‖0
)
.

Combining the bounds (28) and (31) and invoking the two energies principle,
we obtain∥∥ε(u∗ − ū)

∥∥
0,Pt

+ ‖σ∗ − σ‖0,Pt ≤ C
[
N(g
∼

0) + N(f
∼

0) + tN(g1
3) + t1/2N(f1

3 )

+ t−1N(g0
3) + t−1N(f0

3 , f2
3 ) + N(g

∼
1) + N(f

∼
1)
]
,

which is the estimate of Theorem 1 but with u replaced by ū. Invoking (29) and
(32) concludes the proof of the theorem.

6. Further Discussion

The application of the two energies principle to justify plate theories was initi-
ated in the pioneering work of Morgenstern [8], where it was used to prove conver-
gence of the biharmonic model of plate bending to the three-dimensional solution
when the thickness tends to zero. The biharmonic model is not derived in that
work and the expressions of the approximate stress and displacement in terms of
the biharmonic solution are chosen in an ad hoc fashion, as needed for the conver-
gence proof. Although the rate of convergence is not considered, the residual error
is not unlike that treated here and one can obtain the same O(t1/2) rate in relative
energy norm.

Besides the variational approach used here, there are two other main approaches
to the derivation of plate models, each with many variations. We do not attempt to
review the vast literature. Surveys may be found in [6] and [11]. The most classical
approach starts with a priori assumptions on the form of some components of the
solution, or on constraints that the solution must satisfy. These are justified on
physical or mechanical grounds as an attempt to capture the fact that the plate is
thin. This approach does not seem to lend itself naturally to an error analysis. The
second main approach is to use asymptotic analysis in which the plate thickness is
viewed as a small parameter in the three-dimensional boundary-value problem and,
with the help of assumptions on the data and scaling of the independent and/or
dependent variables, a formal or rigorous passage to the limit of zero thickness is
made. A very systematic treatment based on asymptotic analysis, can be found in
the book [6] of Ciarlet. In the approach of Ciarlet and his coworkers, asymptotic
analysis is not only used to derive a plate model, but also to rigorously justify
convergence of the (appropriately scaled) 3-D solution to the (appropriately scaled)
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plate model solution. While no rate of convergence is found in that work, an O(t1/2)
estimate is proved in [7]. It is worth noting that the approach presented here, in
contrast to the asymptotic approach, requires no assumptions on the scaling of the
loads, in order to obtain the convergence result.

The asymptotic approach, as present in [6], leads to essentially the same model
of plate stretching as was obtained here by the HR1(1) method, namely the gen-
eralized plane stress problem in which the only loads are due to the even part of
the in-plane surface load and the average over the plate thickness of the in-plane
volume load. Recall that that equation, unlike the variant we obtained via HR′4(1),
ignores the effect of the odd part of the transverse loads on stretching.

For plate bending, the asymptotic approach leads to the Kirchhoff-Love or bi-
harmonic plate equation, rather than to the Reissner-Mindlin equations. (It is easy
to see that the biharmonic model is, after appropriate scaling, the zero thickness
limit of the Reissner-Mindlin model.) To the best of our knowledge, there is no
way to obtain Reissner-Mindlin type models of plate bending from the asymptotic
approach. On the other hand, the variational approach presented here gives rise to
many different methods, but the simplest model it yields is Reissner-Mindlin. We
know of no way to obtain the biharmonic model from this approach without either
making a priori mechanical assumptions (e.g., by enforcing the Kirchhoff hypothesis
on the trial space), or by passing to a limit of zero thickness after obtaining the two-
dimensional model. We also remark again that the minimum energy approaches
(HR2(p) and HR3(p)) do not yield either the plane stress system, nor the biharmonic
equation, nor the Reissner-Mindlin system. It is sometimes suggested to obtain the
Reissner-Mindlin system from the (divergent) HR2(1) approach, by changing the
compliance tensor in an ad hoc fashion. However it is difficult to justify this pro-
cedure except that it yields a model that is known from other derivations. In our
opinion, a preferable procedure is to use the HR1(1) model and eliminate the stress
field in order to obtain, in a rational manner, a modification of the displacement
energy form to minimize.

A striking feature of the error analysis is the slow rate of convergence obtained,
namely O(t1/2). Recall that in our analysis of the HR′4(1) model, this rate arises as
a consequence of the failure of the model to match the boundary conditions on the
lateral boundary. Even for the formally higher-order methods, HR′4(p), p > 1, the
same difficulty will arise, and so these methods are not found to be of truly higher
order. (This statement holds for most realistic plate boundary-value problems. For
periodic plates, or plates subject to very special conditions on the lateral boundary,
higher-order convergence is possible.) One might wonder whether the O(t1/2) rate
is realistic, or only a pessimistic consequence of the method of proof. Although
we know of no definite results for the model treated here, it appears to be real.
Combining the two energies approach with a more accurate choice of the boundary
corrector (ω̄2−ω2 in our notation), and an asymptotic analysis of its behavior, Chen
was able to prove that the O(t1/2) rate is sharp for the biharmonic plate bending
model in some situations [5]. He also investigated the question of whether higher-
order error estimates hold for the restriction of the error to a subdomain which
stays away from the lateral boundary, and, again for the biharmonic, answered this
affirmatively for some boundary-value problems.
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Appendix: Derivation of the HR′4(1) model

In view of the definition of the spaces Σ∗g and V ∗ in §3, the HR′4(1) solution

may be written in the form (12), (13) for some functions η
∼
, ρ, φ

∼
, ω, ω2, σ∼∼

0, σ0
33, σ∼∼

1,
σ∼

0, and σ1
33 of x∼. We now verify that these functions satisfy (and so are determined

by) equations (14)–(22).
To assist in the computations below we record the following integrals, all taken

over the interval (−t/2, t/2):∫
q(z) dz = t,

∫
zq(z) dz = 0,

∫
q(z)2 dz = 6t/5,

∫
zq′(z) dz = −t,∫

r(z) dz = t/5,

∫
s′(z) dz = 0,

∫
s(z)z dz = t2/12,

∫
s(z)2 dz = 5t/42,∫

q(z)r(z) dz = 0,

∫
s′(z)r(z) dz = −1,

∫
z2 dz = t3/12.

Turning first to the verification of the stretching problem, we note that

Aσs(x)

=

(
A∼∼∼∼

σ∼∼
0(x∼)− ν

E

[
g1
3(x∼) + σ0

33(x∼)q(x3)
]
δ∼∼

1+ν
E

2x3
t g
∼

0(x∼)
1+ν
E

2x3
t g
∼

0(x∼)T 1
E

[
g1
3(x∼) + σ0

33(x∼)q(x3)
]
− ν

E tr
[
σ∼∼

0(x∼)
]) ,

and

div σs(x) =

(
div∼ σ∼∼

0(x∼) + 2
t g∼

0(x∼)
2x3
t div g

∼
0(x∼) + σ0

33(x∼)q′(x3)

)
.

We shall derive the equations for the stretching portion of the solution, (14)–
(17), by taking a sequence of test functions in (9) and (10). First, let v ∈ L2(Ω) be
arbitrary and take v(x) =

(
0, v(x∼)x3

)T
in (10). This gives the expression (17b) for

σ0
33. Next take v = (v∼, 0)T where v∼ ∈ L∼(Ω) is arbitrary, obtaining

(33) −t div∼ σ∼∼
0 = l∼1

.

Third, let τ∼∼
∈ H∼∼

(div∼ , Ω) be arbitrary and choose the test function

τ =
(

τ∼∼
0

0 0

)
in (9). Noting that div τ = (div∼ τ∼∼

, 0)T , we get∫
Ω

[
A∼∼∼∼

σ∼∼
0: τ∼∼−

ν

E
(σ0

33 + g1
3) tr(τ∼∼) + η

∼
· div∼ τ∼∼

]
dx∼ = 0 for all τ∼∼

∈ H∼∼
(div∼ , Ω).

This implies the boundary condition (15) and that

A∼∼∼∼
σ∼∼

0 = ε∼∼
(η
∼
) +

ν

E
(σ0

33 + g1
3)δ∼∼ = ε∼∼

(η
∼
) +

ν

E
l2δ∼∼

,

where we have used (17b) and (16) to obtain the last equality. This immediately
gives (17a) and, combining with (33), we obtain the differential equation (14). Thus
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we have verified that η
∼

is determined by (14) and (15), σ∼∼
0 is determined by (17a),

and σ0
33 is determined by (17b). To obtain (17c), we choose

τ =
(

0 0
0 τq(x3)

)
in (9) with τ ∈ L2(Ω) arbitrary. Thus we have verified the stretching solution for
HR′4(1).

For the bending problem, we note that

Aσb =

(
A∼∼∼∼

σ∼∼
1 x3
t −

ν
E

[
g0
3

2x3
t + σ1

33s(x3)
]
δ∼∼

1+ν
E

[
g
∼

1 + σ∼
0q(x3)

]
1+ν
E

[
g
∼

1 + σ∼
0q(x3)

]T 1
E

[
g0
3

2x3
t + σ1

33s(x3)
]
− ν

E tr[σ∼∼
1]x3

t

)
and

div σb(x) =

(
div∼ σ∼∼

1(x∼)x3
t + σ∼

0(x∼)q′(x3)
div g
∼

1(x∼) + div σ∼
0(x∼)q(x3) + 2g0

3(x∼)/t + σ1
33(x∼)s′(x3)

)
.

Let v ∈ L2(Ω) be arbitrary and take v(x) =
(
0, v(x∼)

)T in (10). This yields the
equation

(34) −t div σ∼
0 = t div g

∼
1 + 2g0

3 + f0
3 .

Next, take v(x) =
(
0, v(x∼)r(x3)

)T where again v ∈ L2(Ω) is arbitrary, to obtain
(22c).

Third, let v(x) =
(
ψ
∼
(x∼)x3, 0

)T with ψ
∼
∈ L∼

2(Ω) arbitrary, to get

(35) − t2

12
div∼ σ∼∼

1 + tσ∼
0 = tf

∼
1.

Next we take various choices of τ in (9). First let τ∼∼
∈ H∼∼

(div∼ , Ω) be arbitrary
and take

τ (x) =
(

τ∼∼
(x∼)x3 0
0 0

)
.

Noting that div τ = (div∼ τ∼∼
x3, 0)T , we get, for all τ∼∼

∈ H∼∼
(div∼ , Ω), that∫

Ω

[
t2

12
A∼∼∼∼

σ∼∼
1: τ∼∼−

t2

6
ν

E
g0
3 tr(τ∼∼)− ν

E

t2

12
σ1

33 tr(τ∼∼)− t3

12
φ
∼
· div∼ τ∼∼

]
dx∼ = 0.

This implies that
φ
∼

= 0 on ∂Ω

and that
A∼∼∼∼

σ∼∼
1 = −tε∼∼

(φ
∼
) +

ν

E
(σ1

33 + 2g0
3)δ∼∼,

or

(36)
σ∼∼

1 = −tA∼∼∼∼
−1ε∼∼

(φ
∼
) +

ν

1− ν
(σ1

33 + 2g0
3)δ∼∼

= −tA∼∼∼∼
−1ε∼∼

(φ
∼
) + k2δ∼∼

,

where we have invoked (22c) at the last step. Thus (22a) is satisfied.
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Next set

τ (x) =
(

0 τ∼(x∼)q(x3)
τ∼(x∼)T q(x3) 0

)
with τ∼ ∈ H∼ (div, Ω). We find that∫

Ω

{
t

[
2(1 + ν)

E

(
g
∼

1 +
6
5
σ∼

0

)
+ φ
∼

]
· τ∼+ tω div τ∼

}
dx∼ = 0

for all such τ∼. We infer that
ω = 0 on ∂Ω,

and (22b) holds.
Substituting (22b) into (34) leads to the equation (19). Similarly, inserting (36)

and (22b) into (35) we obtain (18). We have thus verified (18)–(20) and the first
three equations of (22). To obtain the final equation we choose the test function

τ(x) =
(

0 0∼
0 τ(x∼)s(x3)

)
in (9).
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