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Formula sheet for the final exam in Math 251:05-10, spring 2006
The distance from Py(zo, Yo, 20) t0 P1(z1, 41, 21) is v/ (2o — 21)2 + (yo — y1)% + (20 — 21)2.
\axl —+ by1 -+ Cz1 + d|

Va2 + b2 + ¢2

The distance from P;(z1,y1,21) to plane az + by + cz+d =0 is

Sphere: (z —h)?2+ (y—k)? + (z — 1) = 2.

Plane: a(z — zo) + b(y — yo) + ¢(z — 20) = 0 where n = (a, b, ¢).
T =x9 + at

Line: ¢ y =yo + bt through (zg, yo, 20) in direction (a, b, ¢).

z2=zg+ct

|a| = \/(04)2 + (a2)2 + (a3)2 if a = a1i+ asj + ask.
= |a| |b| cosf (If =0, thena L b.) |ax b|=|a||b| sinf (If a||b, this = 0.)
axb=-bxa a-(bxc)=(axb)-c ax(bxc)=(a-c)b— (a-b)c
comp,b = —— proj,b = 2a
|a a-a
Volume of a parallelepiped with edges a, b, c: |a- (b X ¢)|
Arc length: [ |/(1)] di; & = |r'(1)]; T(t) = £ N() = 1 B(t) = T(t) x N(2)
[£T] - O _ O x0] gm 02 0= O 0 voper L)
ds |  [r'()| r'(¢)[? (@' ()% +y'(£)2)3/2 (1 + (f'(2))2)3/2
r'(t) xr'(t)) -2 (¢ dT dN dB
= ( (|r)’(t) x(r)”)(t)|2( ) Frenet-Serret: i kN, Frke —xT + 7B, i = —7N.
Tangent plane to z = f(z,y) at P(zo, Yo, 20): 2—20 = fz(z0,Y0)(x—z0)+ fy(z0, Y0)(y—y0)
Linear approximation to f(xz,y) at (a,b): f(z,y) ~ f(a,b)+ fz(a,b)(z—a)+ fy(a,b)(y —b)
Tangent plane to F(z,y,z) = 0:
Fy (20, Y0, 20)( — z0) + Fy(z0, %0, 20) (¥ — yo) + F.(T0, Y0, 20)(2 — 20) = 0
dy F,

If y implicitly defined by y = f(z) in F(z,y) =0 then — = ——-.
dz F,

F.
If z implicitly defined by z = f(z,y) in F(x,y,2) =0 then z, = ——

F,
0 0
f +6_£J+8_fk Duf(aj Y,z ) Vf(ac,y,z)-u

y

and z, = ——=.
y

F,

V= {fo fy, [2) =

Some chain rules: dz  ofd ofd
If2=f(z,y) and & = 2(t) and y = y(t), then " = = -7 + 57

0z 0fdg Of oh
If z= f(z,y) and x = g(s,t) and y = h(s,t), then 5 — 92 Bs + = 9y 05’
Suppose f5(a,b) =0 and fy(a,b) = 0. Let H = H(a,b) = fzz(a,b) fyy(a,b) — [fzy(a,b)]?.
a) If H> 0 and fzz(a,b) > 0, then f(a,b) is a local minimum.
b) If H > 0 and fz.(a,b) <0, then f(a,b) is a local maximum.

c) If H <0, then f(a,b) is not a local maximum or minimum (f has a saddle point).



Lagrange multipliers for one constraint
If G(the variables) = a constant is the constraint and we want to extremize the objective
function, F'(the variables), then the extreme values can be found among F’s values of the
solutions to the system of equations VG = AV F' (a vector abbreviation for the equations
)\g—i = 3—3 where « is each of the variables) and the constraint equation.
Polar coordinates Spherical coordinates z
xr=rcosf y=rsinf r=psing cosf y=psing sinf z=pcos¢ P
r?=z%+y? 0= arctan(¥) p? =22 + 9%+ 22
dA =rdr df dV = p%sin¢ dp df do

XGE

Total mass of a mass distribution p(z,y, z) over a region R of R® is [ [ [ p(x,y,2) dV.
Line integral formulas

Jo Gy ds = [2 (), 9@y (%)” + () de

[,F-dr= [PF(x(t))-r'(t)dt = [, F-Tds

Jo Pla,y) dz+ Q(z,y) dy = [, P(a(t),y(t))2'(t) dt + Q(x(t), y(¥))y'(t) dt

Green’s Theorem . P=—y and Q=0
These P, () pairs
_ 29Q _ op ’ =0 and Q==
fCde+Qdy_ffR (W By>dA will give R’s area P=0and Q

P=—1y and Q=3z
A conservative vector field V = P(z,y)i+ Q(z,y)j is a gradient vector field: there’s
f(z,y) with Vf=V so % =P and g—; =(@. f is a potential for V. A conservative vector
field is path independent. Work done by such a vector field over a closed curve is 0.
For V conservative with potential f: [, P dx + Qdy = f(THE END) — f(THE START).

If P(z,y)i+ Q(z,y)j is conservative, then % = %. If the region is simply connected

(means no holes) then the converse is true, and f is both [ P(z,y)dz and [ Q(z,y) dy.
Surfaces: If n is a choice of normal for S, flux is [ [(F -ndS.
Parametrically: r(u,v) = z(u,v)i+ y(u,v)j + 2(u, v)k; & x & is | to S; dS = ‘% X %| dAyy.
. . . 2 2
As a graph: z = f(z,y); —%1 - g—g:_] +kis L toS;dS= \/(%) + (g—{,) + 1dA,,.

curl F =V x F, a vector field.
div F' =V - F, a function.

IfvV= i% -l-ja% + k% and F is a vector field then

Potentials in R3

If F = Vfand Cis a curve, then [, Pdz+Q dy+Rdz = f(THE END) — f(THE START), path
independence holds, the work over a closed curve is 0, and curl(V f) = 0. Conversely, if F’
is defined in all of R® with curl F' = 0 (the cross-partials “match”) then F has a potential,
f,s0 Vf =F. fis obtained by comparing partial integrals of the components of F.

Stokes’ Theorem (As you “walk” along C, S is to the left and n is up.)
[[[s(curl F)-ndS =] [[q(VxF)-ndS=[,F-dr [=[,Pdz+Qdy+ Rdz]

Divergence Theorem (n is unit outward normal to E, a region in R® with boundary S.)
[[sF-ndS=[[[pdiv FdV [ZIIIE%+%+%dV]



