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640:421:01 Answers to the Second Exam 11/18/2004

1. Complete the definitions.

a) Suppose A is a p x ¢ matrix. The transpose of A, At, is a q¢ X p matriz whose (i)™
entry is the (j,1)"™® entry of A.

b) Suppose v1, va, ... and vy are vectors in R”. Then vy, vg, ... and v, are linearly
independent if whenever 22:1 c;jvj = 0, all of the scalars c; must be 0.

1 2
2. Suppose that A = (3 0).

a) Compute the characteristic polynomial of A.
Answer det(A — AT) = det (1 5 A _2/\) — (1= A)(=A) —2-3(1—A) = A2 A—6.
b) Find the eigenvalues of A.

Answer Since A2 — X\ — 6 = (A — 3)(\ + 2), the eigenvalues are 3 and —2.

c) Find a basis of R? consisting of eigenvectors of A.

Answer Solve the linear system (A — X)X = 0 for each A with X # 0.

eores (3 5)(6)= ()= (1) = (1)
o= (5 5)(5) = (o) (5) = (%)

d) Find a diagonal matrix D and an invertible matrix C so that C"*AC = D.
3 0 1 2

Answer D = (0 _2) and C' = (1 _3>.

e) Find C~ .

Answer (1 21 0Y_(1 2|1 0)_(1 0
SWer\1 —3]o0 1 0 —5| -1 1 0 1

f) Compute Z = AC.

Answer 1 2\/1 2\ (3 -4
3 0J)\1 -3) \3 6

g) Compute C~1Z using the results of €) and f).

32 3 —4 3 0
5 —
Answer(é _%)<3 6)_(0 _2).
h) Write A as a product of D and C and C~! (in the correct order!) and then use this

information to compute A — A% 4+ A3.
Note The entries in the matrix which is the answer are 0, 7, 14, and 21.
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Please answer the question asked; a direct computation without C will earn no points.
Answer Since C™'AC =D, A=CDC~ ! so that A— A+ A3=C (D - D*>+ D3)C~.

AndD-D24pr= (PTOFE 0 ) o (M _24> so C (D —D? + D?) =

1 2 21 0 21 —28 21 —28\(/2 2 7 14
= and 7 5 )= .
1 -3)\0 -14 21 42 21 42 i1 21 0
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3. Explain why the matrix A = cannot be diagonalized.

o O o
o O =
S W N

Answer det(A — AI) = —)3. The only eigenvalue is 0. The eigenvectors are obtained by
01 2\/z 0 y+2:=0

solving the system [ 0 0 3 y | = | 0 | which is 3z = 0. The third equation
0 0 O z 0 0=0

has no information. The second equation implies that z = 0 and then the first equation
implies that y = 0. The only eigenvectors are non-zero multiples of (1, 0,0). There are not
enough linearly independent eigenvectors to diagonalize the matrix.

4. Let A be a non-zero 4 X 6 matrix.

a) If rank(A|B) = 2 (here B is a 4 X 1 column matrix), then for what value(s) of rank(A)
is the system AX = B, B # 0, inconsistent? Consistent? Briefly explain your answers.
Comment First state what the possible values of rank(A) are if rank(A|B) = 2 and why.
Answer The rank can only increase with more columns, so the rank of A must be either 1
or 2. It cannot be 0 since we are told that A is non-zero. If rank(A) = 1 then B supplies an
extra non-zero row in the RREF of (A|B). This means that the system of equations cannot
be solved, and is therefore inconsistent. If rank(A) = 2 there are no extra compatibility
conditions, so the system of equations can be solved, and is therefore consistent.

b) If rank(A) = 3, then how many parameters does the solution of the system AX = 0
have? Briefly explain your answer.

Answer When rank(A) = 3, there are 3 more columns in the RREF of A which are in
addition to the columns with leading 1’s. These columns designate variables which are free
and therefore there are 3 parameters to the solution of this homogeneous system.
Remark Students were asked to hand in solutions to problem 16 in section 8.3. This
question is most of that problem.

5. Suppose M is the 5 x 5 matrix . The determinant of M is a scalar

OO O
D OO0 OO
O /U O O
D /O O
D OO O R

multiple of abede. Compute det(M).
Reminder Show your work. An answer alone will not receive full credit. Be careful!
Answer There are many ways to do this. I'll expand along the last column. So det(M) =

0 0 o O a 0 0 a
tadet | ¢ € 0 ¢ + edet 00 50 . For the first 4 x 4 determinant, I'll ex-
d 0 d d c ¢ 0 c
0 e 0 e d 0 d d
0 0 b O
c c¢c 0 c ccc
pand along the first row. So det 40 d dl= +bdet [ d 0 d | = b(cde — cde —
0 e e
0 e 0 e
cde) = —bede since 3 x 3 determinants are easy, especially when there are lots of 0’s.
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a 0 0 a
. 0 0 b O
I’'ll expand the other 4 X 4 determinant along the second column: det c e 0 ol =
d 0 d d
a 0 a
—cdet | 0 b 0 | = —c(abd — abd) = 0. Therefore the determinant of M is —abcde.
d d d

7. a) Suppose the function A + Bz? is orthogonal to both the function 1 and the function
x on the interval [0, 1]. Prove that both A and B must be 0.

Answerf0 A+Bm)d:v—A+1BandfO (A+ Bz?)dz = A+ 1B. A+ Bz
A+3B=0 1 1 )

orthogonal to both 1 and z if 1 . Since det | 7 % 76 7 0, the
2A-i— +B=0 2 1

system has only the trivial solution.

b) Find one example of a non-zero function of the form A + Bz? which is orthogonal to
both the function 1 and the function z on the interval [—1, 1].

Answer f 1(A+ Ba?)dz = 2A+ 2B and f z(A+ Bx?)dz = 0. A+ Bx? is orthogonal
to both 1 and z exactly when 24 + gB = 0 since the other equation has no information.
One solution is A = —1 and B = 3 so the function is —1 4+ 3z2. A non-zero multiple of
this function is also correct.

6. In this problem, f(z) is a function whose domain is [—7, ] and which is defined by the

0 ife<-%
piecewise formula f(z) = {x > _; . A graph of f(x) is on the next page.
= 72
. e U=z du = dz
a) Compute [ zsin(nz) dz if n is not 0. Answer Use dv = sin(ng) dz }{ v = L cos(nz)
so the integral we want is z(—< cos(nz)) — [ =1 cos(nz) dz = —mcoi(nw) + Si“,ﬁ?“") +C.

b) Use the notation for the coefficients of the Fourier series of f(x) on the formula sheet.
Find the following Fourier coefficients. The answers for n > 0 are sums of rational numbers
(quotients of integers) and rational multiples of % Use the formula you got in a) and the

following result: if n # 0, [ zcos(nz)dz = Cosrggﬁ) + wsir;(nw) L.

Answer [7 f(z)dz = [, zdz = 12217 =1 (7r2 — %2) = 272, Divide this by 27 to
2 2
3

get the exact value of the constant term: 7.

Since L [ (222 4 zeinGn)) (cos(l(—%»: =LIEE

of the ﬁrst Fourier cosine coefficient, a1, is — l — %

Smce% -(0082(227F) + 7f51n2(27r)) . (COS(Z( Z)) 4+ = sin(f(-%)))] _

[y

[—1 — g], the exact value

3

3 =
[
=
»Nn—ﬂ

} the exact value

of the second Fourier cosine coefficient, as, is 1

Since % -(_ﬂ'COSl(lﬂ') + Sin1(217l')) _ <_ P C05(11( 2)) + sm(l( 2))] = % [ﬂ- + 1]7 the exact value

of the first Fourier sine coefficient, by, is 1 + =

Since % [( wcos(27r) 4 s1n(27r)) (_—% 00522( 2)) + Sm(2( 2))} _

value of the second Fourier sine coefficient, bo, is —%.

3|

[—Z + Z], the exact



c¢) Suppose g(z) is the partial sum up to the n=100 terms in both sine and cosine for the
Fourier series of f(z), and h(z) is the sum of the full Fourier series of f(z).

Below are two graphs of f(x) for z in [—m, 7].

Sketch a reasonable approximation to the
graph of y = g(x) on the axes [to the right]
below.

-3 -2 -1 1 2 3

Lelrry

The student should sketch here the graph
of y = g(x), the 100" partial sum of the
Fourier series of f(x) on [—7, 7).

8. A graph of y = f(z) is shown to the right.

(8)

a piecewise linear function and its domain is [0, 3]. 1

Sketch a reasonable approximation to the
graph of y = h(x) on the axes [to the right]

below.
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The student should sketch here the graph
of y = h(z), the sum of the whole Fourier
series of f(z) on [—m, 7]

f(z) is y
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a) Suppose F(z) is the odd extension of b) Suppose G(x) is the even extension of

f(x) to [-3,3]. Graph y = F(z) on the
axes provided below.

a
I

—————————————————————————————————————————————————

Which terms must be 0 in the Fourier series
of F(z)? (Here only an answer is requested,
with no explanation needed.)

ANSWER: All of the cosine terms.

f(z) to [-3,3]. Graph y = G(z) on the
axes provided below.

Which terms must be 0 in the Fourier series
of G(z)? (Here only an answer is requested,
with no explanation needed.)

ANSWER: All of the sine terms.



