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§1. Introduction

Let Bn be the unit ball in Cn. Write Prop(Bn,BN ) for the collection of proper holomorphic
maps F : Bn → BN . Write Propk(Bn,BN ) ⊂ Prop(Bn,BN ) for proper holomorphic maps that
are Ck-smooth up to the boundary; and denote by Rat(Bn,BN ) the set of rational proper
holomorphic maps from Bn into BN . Recall that f, g ∈ Prop(Bn,BN ) are said to be equivalent
if there are automorphisms σ ∈ Aut(Bn) and τ ∈ Aut(BN ) such that f = τ ◦ g ◦ σ. When
f ∈ Prop(Bn,BN ) is equivalent to the standard big circle embedding z → (z, 0), we call f

a linear map or a totally geodesic embedding. In all that follows, we always assume that
N ≥ n > 1.

There has been much work done in the past thirty years on the rigidity (linearity) and
classification problems for elements in Prop(Bn,BN ). (See [Fo92] [H02] [H01] for references and
historical discussions).

In [H02], the author assigned to each F ∈ Prop2(Bn,BN ) an invariant integer κ0(F ) ∈
{0, 1, 2, ..., n− 1} which is called the geometric rank of F (see [H02] or § 2 below for the precise
definition). Using the language of geometric ranks, [H99, Theorem 4.2] is stated as follows:
F ∈ Prop2(Bn,BN ) has κ0(F ) = 0 if and only if F is equivalent to the linear map. Therefore, to
understand proper holomorphic mappings between balls, it suffices to study maps with geometric
rank κ0 ≥ 1. Meanwhile, it was also shown in [H02, Lemma 3.2] that one always has N ≥
n + (2n−κ0−1)κ0

2 . Namely, the least dimension of the target space is N = n + (2n−κ0−1)κ0
2 to

allow the existence of elements in Prop2(Bn,BN ) with geometric rank κ0 ≥ 0.
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The invariant integer κ0 was introduced in [H02] to study a semi-rigidity problem for holo-
morphic maps, which we recall as follows:

Definition 1.0 ([H02]): Let F ∈ Prop(Bn,BN ). Then F is called k-linear if for any point
p ∈ Bn there is an affine complex subspace Sa

p containing p and of complex dimension k such
that the restriction of F to Sa

p is a linear fractional map.

Theorem 1.1 ([Theorem 2.3, H02]): Suppose that F ∈ Prop3(Bn,BN ) has geometric rank
κ0 ≤ n− 2. Then F is (n− κ0)-linear.

The first part of this paper is to study the rationality problem for proper holomorphic
maps between balls, by making use of Theorem 1.1 and a result of Forstneric. We will prove the
following:

Theorem 1.2: Suppose that F ∈ Prop2(Bn,BN ) is k-linear with k ≥ 2. Then F is a
rational map.

Corollary 1.3 ( to [Theorem 2.3, H02] and Theorem 1.2): Suppose that F ∈ Prop3(Bn,BN )
has geometric rank κ0(F ) < n− 1. Then F is a rational map.

Corollary 1.4 (to [Lemma 3.2, H02] and Corollary 1.3): Let F ∈ Prop3(Bn,BN ) with
N ≤ n(n+1)

2 . Then F is a rational map.

Forstneric proved in his famous paper [Fo89] that any proper holomorphic map from Bn

into BN (N ≥ n ≥ 2), that extends CN−n+1-smoothly across some point at the boundary,
is rational. For the proof of Theorem 1.2, we will show in §3 that when the map is partially
linear, it then extends holomorphically across some boundary points. Thus the rationality of the
map in Theorem 1.2 can be reduced to the theorem of Forstneric [Fo89]. There have also been
important papers written by D’Angelo and his coauthors for the study of monomial mappings
between balls. We refer the reader to [DA88], [DC], etc.

§ 2. Preliminaries

•Maps between balls: The ball Bn ⊂ Cn is equivalent to the Siegel upper-half space
Hn := {(z, w) ∈ Cn−1 × C : Im(w) > |z|2} by the Cayley transformation ρn : Hn → Bn,

ρn(z, w) =
(

2z
1−iw , 1+iw

1−iw

)
. We can similarly define the space Rat(Hn,HN ), Propk(Hn,HN )

and Prop(Hn,HN ).
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We will identify a map F ∈ Propk(Bn,BN ) or Rat(Bn,BN ) with the one in the space
Propk(Hn,HN ) or Rat(Hn,HN ) by ρ−1

N ◦ F ◦ ρn, respectively.
We write Lj = 2izj

∂
∂w + ∂

∂zj
for j = 1, · · · , n − 1 and T = ∂

∂u where w = u + iv. Then

{L1, · · · , Ln−1} forms a global basis for the complex tangent bundle T(1,0)∂Hn of ∂Hn, and T

is a tangent vector field of ∂Hn transversal to T(1,0)∂Hn ∪ T(0,1)∂Hn. Parameterize ∂Hn by
(z, z, u) through the map (z, z, u) → (z, u + i|z|2). In what follows, we will assign the weight of
z and u to be 1 and 2, respectively. For a non negative integer m, a function h(z, z, u) defined
over a small ball U of 0 in ∂Hn is said to be of quantity owt(m) if h(tz,tz,t2u)

|t|m → 0 uniformly
for (z, u) on any compact subset of U as t(∈ R) → 0. (In this case, we write h = owt(m). By
convention, we write h = owt(0) if h → 0 as (z, z, u) → 0).

• Geometric rank of F : Let F = (f, φ, g) = (f̃ , g) = (f1, · · · , fn−1, φ1, · · · , φN−n, g) be a
C2-smooth CR map from an open piece M of ∂Hn into ∂HN . For each p ∈ M , we have an
associated CR map Fp from a small neighborhood U of 0 ∈ ∂Hn to ∂HN with Fp(0) = 0, defined
by

(2.1) Fp = τF
p ◦ F ◦ σ0

p = (fp, φp, gp),

where for each p = (z0, w0) ∈ M , we write σ0
p ∈ Aut(Hn) for the map sending (z, w) to

(z + z0, w + w0 + 2i〈z, z0〉) and we define τF
p ∈ Aut(HN ) by τF

p (z∗, w∗) = (z∗ − f̃(z0, w0), w∗ −
g(z0, w0) − 2i〈z∗, f̃(z0, w0)〉). For Fp, it associates a map F ∗p which is equivalent to Fp and
satisfies certain normalization conditions (see [H99][H02] for the details).

Lemma 2.1 ([H99, §2, Lemma 5.3]): Let F be a C2-smooth CR map from a connected open
subset M containing 0 in ∂Hn into ∂HN , 2 ≤ n ≤ N . For each p ∈ ∂Hn, there are σ ∈
Aut0(∂Hn) and τ ∈ Aut0(∂HN ) such that the map F ∗∗p = τ ◦ F ∗p ◦ σ satisfies the following
normalization:

(2.2) f∗∗p = z +
i

2
a∗∗(1)p (z)w + owt(3), φ∗∗p = φ∗∗p

(2)(z) + owt(2), g∗∗p = w + owt(4),

with

(2.3) 〈z, a∗∗(1)p (z)〉|z|2 = |φ∗∗p (2)(z)|2.

From (2.3), we see that a
∗∗(1)
p (z) = zA(p) and that A(p) is an (n−1)×(n−1) semi-positive

Hermitian matrix. The rank of A(p) = −2i(P l
j)1≤j,l≤(n−1), which is denoted by RkF (p), is called
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the geometric rank of F at p. Notice that P l
j = ∂2(fp)∗∗l

∂zj∂w |0. By [(2.3.1), H02], RkF (p) is a well-
defined integer ([H02]), depending only on F and p. (See [Definition 2.1, H02]). We define the
geometric rank of F to be κ0(F ) = maxp∈∂HnRkF (p). Notice that we always have 0 ≤ κ0 ≤ n−1.
By [H02, Corollary 5.2], when F ∈ Prop3(Hn,HN ), the set {p ∈ ∂Hn, RkF (p) = κ0} is an open
dense subset of Hn. We define the geometric rank of F ∈ Prop2(Bn,BN ) to be the one for the
map ρ−1

N ◦F ◦ρn ∈ Prop2(Hn,HN ). For such a map, we can similarly define the geometric rank
RkF (p) of F at p ∈ ∂Bn.

• A normalization lemma: The following normalization will be used later for the proof
of theorem 1.5.

Lemma 2.2 ([Lemma 3.2, H02]): Let F be a C2-smooth CR map from an open piece
M ⊂ ∂Hn into ∂HN with RkF (p) = κ0. Let P (n, κ0) = κ0(2n−κ0−1)

2 . Then N ≥ n + P (n, κ0)
and there are σ ∈ Aut0(∂Hn) and τ ∈ Aut0(∂HN ) such that τ ◦ Fp ◦ σ := (f, φ, g), denoted by
F ∗∗∗p , satisfies the following normalization condition:
(4.2)

fj = zj +
iµj

2
zjw + owt(3),

∂2fj

∂w2
(0) = 0, j = 1 · · · , κ0, µj > 0,

fj = zj + owt(3), j = κ0 + 1, · · · , n− 1

g = w + owt(4),

φjl = µjlzjzl + owt(2), where (j, l) ∈ S with µjl > 0 for (j, l) ∈ S0 and µjl = 0 otherwise.

Moreover, µj ≥ µ1 = 1, µjl =
√

µj + µl for j, l ≤ κ0 j 6= l; and µjl = √
µj if j ≤ κ0 and l > κ0

or if j = l ≤ κ0. Here we label the components of φ by double indices (j, l) ∈ S with

S0 = {(j, l) : 1 ≤ j ≤ κ0, 1 ≤ l ≤ (n− 1), j ≤ l},

S := {(j, l) : (j, l) ∈ S0, or j = κ0 + 1, l ∈ {κ0 + 1, · · · , κ0 + N − n− (2n− κ0 − 1)κ0

2
}}.

• Degree of a rational map: For any rational holomorphic map H = (P1,...,Pm)
Q on Cn, where

Pj , Q are holomorphic polynomials and (P1, ..., Pm, Q) = 1. We define

(2.5) deg(H) = max{deg(Pj), 1 ≤ j ≤ m, deg(Q)}.

The following will also be used in our later discussion:
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Lemma 2.3 ([HJ01, Lemma 5.3 and 5.4]): Let F ∈ Rat(Hn,HN) and F ∗∗∗p be as described
in Lemma 2.2. If deg(F ∗∗∗p (z, 0)) ≤ l for any p in an open neighborhood of 0 in ∂Hn, then
deg(F ) ≤ l.

§3. Proper maps with partial linearity

In this section, we give the proof of Theorem 1.2 and Corollaries 1.3-1.4. We mention that
all these results and arguments are of purely local nature. However, we only focus on the global
setting for simplicity of notation.

Let F ∈ Prop(Bn,BN ) with N ≥ n > 1. For any integer 1 ≤ k ≤ n, write Gn,k(C) for the
complex Grassmannian manifold consisting of complex k-planes in Cn. Define

(3.1) VF := {(Z, SZ) ∈ Bn ×Gn,k(C), F is linear fractional when restricted to SZ + Z}.

Then, as in [Lemma 5.1, H02], VF is a complex analytic variety with π : VF → Bn as its proper
holomorphic projection. In particular, this implies that if there is a subset E ⊂ Bn of Hausdorff
dimension greater than 2n − 2 such that for any Z ∈ E, there is an affine complex subspace
of dimension k through Z along which F is linear, then F is k-linear over Bn. We define the
quantity κ0(F ) such that F is κ0(F )-linear, but not (κ(F )0 + 1)-linear. Then Theorem 2.3 of
[H02] states that when F is C3-smooth up to the boundary and when κ0(F ) < n− 1, it holds

(3.2) κ0(F ) = n− κ0(F ).

We next recall the following Lemma from [H02]:

Lemma 3.1([Lemma 5.3, H02]): Let M be a connected open subset of ∂Hn. Let F

be a C2 CR map from M into ∂HN with N ≥ n > 1 and with constant geometric rank
κ0 < n − 1. Assume that F extends holomorphically to a sub-domain Ω of Hn, which has
M as part of its smooth boundary. Assume that F is (n − κ0)-linear over Ω. Let p0 ∈ M .
Then for Z(∈ Ω \ E) ≈ p0 with E a certain complex analytic variety of positive codimension,
there is a unique complex subspace SZ of dimension (n − κ0) such that F , when restricted to
SZ + Z, is linear fractional. Moreover SZ , as elements in Gn,n−κ0(C), depends holomorphically
on Z(≈ p0) ∈ Ω \ E and extends holomorphically across E.

Proposition 3.2: Let F ∈ Prop2(Bn,BN ) with N ≥ n > 1. Assume that κ0(F ) < n− 1.
Let VF be as defined in (3.1) with k = n − κ0(F ) = κ0(F ). Then it has a unique irreducible
component of dimension n, denoted by V0

F , and there is a complex analytic variety EF of positive
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codimension in Bn such that the following holds: (i) π is surjective from V0
F to Bn ; (ii) π is

one-to-one from VF \ π−1(EF ) to Bn \ EF ; (iii) VF \ π−1(EF ) = V0
F \ π−1(EF ).

Proof of Proposition 3.2: By Lemma 3.1, there is an open subset U of the ball such that π

is biholomorphic from VF ∩ π−1(U) to U . Now write V0
F for the irreducible component of VF

which contains π−1(U) as an open piece. Then V0
F has complex dimension n. Moreover, for

each irreducible component V of VF , either V ≡ V0
F or π(V ) must be a proper complex analytic

variety of Bn. Let EF be the union of such π(V )’s with V different from V0
F . Then we see the

conclusion of the statements in the proposition.

We next prove the following result:

Proposition 3.3: Let F be a holomorphic map from Ω ⊂ Bn into Ω′ ⊂ BN with n ≥ 2,
that is k-linear (k > 1) over Ω. Assume that Ω (Ω′, respectively) has a connected open piece
M ⊂ ∂Bn (M ′ ⊂ ∂BN , respectively) as part of its smooth boundary such that when Z ∈ Ω
goes to a point in M , the limit set limZ F (Z) ⊂ M ′. Also, assume that there is an open subset
U of Ω, sufficiently close to M , such that for each Z ∈ U , there is a unique affine subspace Sa

Z

of dimension k passing through Z such that F |Sa
Z
∩Ω is linear fractional. Then F is rational.

Proof of Proposition 3.3: Without loss of generality, we assume that when Z = 0, Sa
0 =

{zk+1 = · · · = zn = 0} and F |Sa
0

= Id. Also, to simplify the notation, we assume that Ω = Bn,
Ω′ = BN . And π is biholomorphic from a neighborhood of π−1(0) in VF to a neighborhood of
0 in Bn.

Notice that Sa
0 = S0 = span{e1, · · · , en−k}, where ej is the n-tuple whose component at

the lth position is δl
j . We will use the standard local coordinates for the Grassmannian Gn,k(C)

near S0. Namely, for any S near S0, we associate it uniquely with the coordinates (ξjl) where
j runs from 1 to k and l runs from k + 1 to n such that S = span{e1(S), · · · , ek(S)}. Here
ej(S) = (0, · · · , 1, · · · , 0, ξj(k+1) · · · , ξjn). Now, for each Z ≈ 0, Sa

Z associated with F can be
parameterized by k(n−k) holomorphic functions ξjl(Z), where j = 1, · · · , k and l = k+1, · · · , n,
in the manner such that Sa

Z = Z + spanj{ej(Sa
Z −Z)}. Then the assumption above shows that

ξjl(Z) as functions in Z are holomorphic near 0 for each (j, l).

Consider the holomorphic map Ψ which sends (t, τ) := (t1, · · · , tk, τ1, · · · , τn−k) to

(
t1, · · · , tk,

k∑

j=1

ξj(k+1)(0, τ)tj + τ1, · · · ,
k∑

j=1

ξjn(0, τ)tj + τn−k

)
.
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Then Ψ(t, τ) = (t, τ) + (0, O(τ)|t|) is holomorphic from a neighborhood Uε of {∑k
j=1 |tj |2 <

1 + ε} × {|τ | < ε} for a certain positive number ε << 1. Moreover, Ψ is the identical map when
restricted to S0 ∩ Bn and has non zero Jacobian there. Moreover, Ψ sends (t, τ) into Sa

(t,τ).
Hence F ◦Ψ is linear fractional in t for each fixed τ ≈ 0 by the assumption. Therefore, we have

(3.3) F ◦Ψ(t, τ) =
F (τ) +

∑k
j=1 Aj(τ)tj

1 +
∑k

j=1 bj(τ)tj
.

Now, we claim that Aj(τ), bj(τ), F (τ) are holomorphic for τ ≈ 0 (See [Lemma 5.1, H01]). For
this purpose, write

F ◦Ψ(t, τ) =
∑
α

Cα(τ)tα.

Then Cα depends holomorphically on τ for τ ≈ 0. Multiplying (1 +
∑

j bj(τ)tj) of both sides of
(3.3) and then considering the Taylor expansion in t at the origin, we see that

(3.4) Cα +
k∑

j=1

bjCα−e′
j
≡ 0 for |α| ≥ 2,

C0(τ) = F (τ), Ce′
j
(τ) = Dtj (F ◦Ψ)(t, τ)|t=0 and Aj(τ) = (F ◦Ψ)(τ)bj(0, τ) + Ce′

j
(τ). Here e′j

is the vector in Ck defined as for ej .
By the Alexander theorem [A77], since F |Sa

Z
must be a linear embedding, we see that

{Ce′
j
}n−κ0

j=1 are linearly independent vectors. Hence, we can holomorphically solve bj(τ)′s in
(3.4) in terms of Cα(τ) with |α| = 2. Hence Aj(τ), bj(τ), F (τ) are holomorphic for τ ≈ 0.

Notice that bj(0) = 0 by our normalization that F |Sa
0

= id. It is clear that F ◦ Ψ extends
holomorphically to a neighborhood U ′

ε′(⊂⊂ Uε) of {∑k
j=1 |tj |2 < 1+ ε′}×{|τ | < ε′} for a certain

positive number ε′ < ε.
Now, as mentioned before, one can find a point Z0 ∈ U ′

ε′ such that Φ(Z0) is on the unit
sphere and Ψ is locally biholomorphic near Z0. It thus follows that near Φ(Z0), F = (F ◦Φ)◦Φ−1

extends holomorphically to a neighborhood of Ψ(Z0). By a result of Forstneric [Fo89], we
conclude the rationality of F . This completes the proof of Proposition 3.3.

Proof of Theorem 1.2, Corollaries 1.3-1.4: Theorem 1.2 now follows from Propositions 3.2-
3.3. Corollary 1.3 follows from Theorem 1.2 and [Theorem 2.3, H02]. Corollary 1.4 follows from
Corollary 1.3 and [Lemma 3.2, H02] for N < n(n+1)

2 . when N = n(n+1)
2 , with an argument

identical to that in [Corollary 2.1, H01], we also see the proof of Corollary 1.4.

As mentioned at the beginning of the section, one similarly has the local version of all these
results. For instance, one has the following
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Corollary 3.4: Let M be a connected open subset of ∂Hn. Let F be a non-constant C3-
smooth CR map from M into ∂HN with N ≥ n > 1 and with constant geometric rank κ0 < n−1.
Then F is rational. In particular, any C3 CR map from an open piece of ∂Hn into ∂HN with
N = n(n+1)

2 is rational.

Remark 3.5: It is known from the work of Forstneric [Fo89] that PropN−n+1(Bn,BN ) =
Rat(Bn,BN ) for N ≥ n > 1. It has been conjectured (see [Fo92] [Hu01]) that

(3.5) Prop2(B
n,BN ) = Rat(Bn,BN ) for N ≥ n > 1.

In Corollary 1.4, we need three times differentiability to conclude the rationality because the
partial linearity was only obtained in [Hu02] for maps which are C3 regular up to the boundary.
We believe that Theorem 1.1 of [Hu02] should also hold for maps which are merely C2-smooth up
to the boundary, which, if proved, would provide, as an immediate application, a solution to the
above mentioned conjecture for N ≤ n(n+1)

2 . (Namely, (3.5) then would hold for N ≤ n(n+1)
2 .)

The work in [Hu02] and in the present paper may suggest that the following special case of the
above mentioned conjecture should be more workable, by suitably extending the notion of the
geometric ranks and then generalizing the partial-rigidities obatined in [Hu02].

Conjecture 3.6: Let T0,n = 1. For k ≥ 1, let Tk,n be the complex dimension of the vector
space (over C) spanned by monomials of degree k with (n − 1) complex variables. Then if
f ∈ PropN∗(Bn,BN ) with N ≤ ∑N∗

j=0 Tj,n and n > 1, f must be rational.

§ 4. A degree estimate

In this section, we let n = 3, N = n(n+1)
2 = 6. We will consider rational proper maps from

B3 into B6 and give the following degree estimate.

Theorem 4.1: Let F ∈ Rat(B3,B6) with κ0(F ) = 2. Then deg(F ) ≤ 4.

By the discussions in §2, for the proof of Theorem 4.1, we can assume that F ∈ Rat(H3,H6)
with κ0 = 2. By Lemma 2.2, for any p ∈ U ⊂ ∂H3, there are σ0 ∈ Aut0(H3) and τ0 ∈ Aut0(H6)
such that F ∗∗∗p = τ0 ◦ τF

p ◦ F ◦ σ0
p ◦ σ0 := (f1, f2, φ11, φ12, φ22, g) = (f, φ, g) = (f̃ , g) satisfies the
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following conditions:

(4.1)

f1 = z1 +
i

2
z1w + owt(3),

∂2f1

∂w2
(0) = 0,

f2 = z2 +
iµ2

2
z2w + owt(3),

∂2f2

∂w2
(0) = 0, µ2 ≥ 1

φ11 = z2
1 + owt(2), φ12 =

√
1 + µ2z1z2 + owt(2),

φ22 =
√

µ2z
2
2 + owt(2), g = w + owt(4).

By the argument in [HJ01, Lemma 5.2], we have

(4.2) f̃(ζ, 0)t =
(

I 0
−B−1A B−1

)(
ζ

t

0

)
=

(
ζ

t

−B−1Aζ
t

)
,

where

(4.3) A =
(

A2×2

A1×2

)
=



L1L1(f1) L1L1(f2)
L1L2(f1) L1L2(f2)
L2L2(f1) L2L2(f2)


 |(0,0,0,ζ1,ζ2,0) =



−2ζ1 0
−ζ2 −µ2ζ1

0 −2µ2ζ2


 ,

and

(4.4) B =



L1L1(φ11) L1L1(φ12) L1L1(φ22)
L1L2(φ11) L1L2(φ12) L1L2(φ22)
L2L2(φ11) L2L2(φ12) L2L2(φ22)


 |(0,0,0,ζ1,ζ2,0).

Here we denote by Lj = 2iζj
∂

∂w + ∂
∂zj

the complexification of Lj . By (4.1), we have

LjLl(fk)|(0,0,0,ζ1,ζ2,0) = (2iζj
∂2fk

∂zl∂w
+ 2iζl

∂2fk

∂zj∂w
)|(0,0,0,ζ1,ζ2,0)

and

LjLl(φkt)|(0,0,0,ζ1,ζ2,0) = (
∂2φkt

∂zj∂zl
+ 2iζj

∂2φkt

∂zl∂w
+ 2iζl

∂2φkt

∂zj∂w
− 4ζjζl

∂2φkt

∂w2
)|(0,0,0,ζ1,ζ2,0).

Hence

(4.5)

L1L1(φ11)|(0,0,0,ζ1,ζ2,0) = 2 + 4iζ1b
(11)
101 − 8ζ1

2
b
(11)
002 ,

L1L1(φ12)|(0,0,0,ζ1,ζ2,0) = 4iζ1b
(12)
101 − 8ζ1

2
b
(12)
002 ,

L1L1(φ22)|(0,0,0,ζ1,ζ2,0) = 4iζ1b
(22)
101 − 8ζ1

2
b
(22)
002 ,

L1L2(φ11)|(0,0,0,ζ1,ζ2,0) = 2iζ1b
(11)
011 + 2iζ2b

(11)
101 − 8ζ1ζ2b

(11)
002 ,

L1L2(φ12)|(0,0,0,ζ1,ζ2,0) =
√

1 + µ2 + 2iζ1b
(12)
011 + 2iζ2b

(12)
101 − 8ζ1ζ2b

(12)
002 ,

L1L2(φ22)|(0,0,0,ζ1,ζ2,0) = 2iζ1b
(22)
011 + 2iζ2b

(22)
101 − 8ζ1ζ2b

(22)
002 ,

L2L2(φ11)|(0,0,0,ζ1,ζ2,0) = 4iζ2b
(11)
011 − 8ζ2

2
b
(11)
002 ,

L2L2(φ12)|(0,0,0,ζ1,ζ2,0) = 4iζ2b
(12)
011 − 8ζ2

2
b
(12)
002 ,

L2L2(φ22)|(0,0,0,ζ1,ζ2,0) = 2
√

µ2 + 4iζ2b
(22)
011 − 8ζ2

2
b
(22)
002
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where we write φkt =
∑

b
(kt)
jls zj

1z
l
2w

s.

Lemma 4.2: Let B be the matrix in (4.4). Then

(4.6) B−1 =
1

det(B)




b−1
11 −b−1

12 b−1
13

−b−1
21 b−1

22 −b−1
23

b−1
31 −b−1

32 b−1
33




where

b−1
11 = A00 + A10ζ1 + A01ζ2 + A11ζ1ζ2 + A02ζ2

2
+ A12ζ1ζ2

2
+ A03ζ2

3
,

b−1
12 = B10ζ1 + B20ζ1

2
+ B11ζ1ζ2 + B21ζ1

2
ζ2 + B12ζ1ζ2

2
,

b−1
13 = C10ζ1 + C20ζ1

2
+ C30ζ1

3
+ C21ζ1

2
ζ2,

b−1
21 = D10ζ1 + D01ζ2 + D11ζ1ζ2 + D02ζ2

2
+ D12ζ1ζ2

2
+ D03ζ2

3
,

b−1
22 = E00 + E10ζ1 + E01ζ2 + E20ζ1

2
+ E11ζ1ζ2 + E02ζ2

2
+ E21ζ1

2
ζ2 + E12ζ1ζ2

2
,

b−1
23 = F10ζ1 + F01ζ2 + F20ζ1

2
+ F11ζ1ζ2 + F30ζ1

3
+ F21ζ1

2
ζ2,

b−1
31 = G01ζ2 + G02ζ2

2
+ G12ζ1ζ2

2
+ G03ζ2

3
,

b−1
32 = H01ζ2 + H11ζ1ζ2 + H02ζ2

2
+ H21ζ1

2
ζ2 + H12ζ1ζ2

2
,

b−1
33 = I00 + I10ζ1 + I01ζ2 + I20ζ1

2
+ I11ζ1ζ2 + I30ζ1

3
+ I21ζ1

2
ζ2.

with

A00 = 2
√

µ2

√
1 + µ2, A10 = 4i

√
µ2b

(12)
011 , A01 = 4i

√
1 + µ2b

(22)
011 + 4i

√
µ2b

(12)
101 ,

A02 = −8
√

1 + µ2b
(22)
002 + 8b

(12)
011 b

(22)
101 − 8b

(12)
101 b

(22)
011 , A11 = −16

√
µ2b

(12)
002 ,

A03 = −16ib
(12)
101 b

(22)
002 + 16ib

(12)
002 b

(22)
101 , A12 = −16ib

(12)
002 b

(22)
011 + 16ib

(12)
011 b

(22)
002 ;

B10 = 8i
√

µ2b
(12)
101 , B11 = −16b

(12)
101 b

(22)
011 + 16b

(12)
011 b

(22)
101 , B20 = −16

√
µ2b

(12)
002 ,

B12 = −32ib
(12)
101 b

(22)
002 + 32ib

(12)
002 b

(22)
101 , B21 = −32ib

(12)
002 b

(22)
011 + 32ib

(12)
011 b

(22)
002 ;

C10 = −4i
√

1 + µ2b
(22)
101 , C20 = −8b

(12)
101 b

(22)
011 + 8

√
1 + µ2b

(22)
002 + 8b

(12)
011 b

(22)
101 ,

C21 = 16ib
(12)
002 b

(22)
101 − 16ib

(12)
101 b

(22)
002 , C30 = −16ib

(12)
002 b

(22)
011 + 16ib

(12)
011 b

(22)
002 ;

D10 = 4i
√

µ2b
(11)
011 , D11 = −16

√
µ2b

(11)
002 D02 = −8b

(11)
101 b

(22)
011 + 8b

(11)
011 b

(22)
101 ,

D12 = −16ib
(11)
002 b

(22)
011 + 16ib

(11)
011 b

(22)
002 , D03 = −16ib

(11)
101 b

(22)
002 + 16ib

(11)
002 b

(22)
101 ;

E00 = 4
√

µ2, E10 = 8i
√

µ2b
(11)
101 , E01 = 8ib

(22)
011 ,

E02 = −16b
(22)
002 , E20 = −16

√
µ2b

(11)
002 , E11 = −16b

(11)
101 b

(22)
011 + 16b

(11)
011 b

(22)
101 ,

E21 = −32ib
(11)
002 b

(22)
011 + 32ib

(11)
011 b

(22)
002 , E12 = −32ib

(11)
101 b

(22)
002 + 32ib

(11)
002 b

(22)
101 ;
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F11 = −16b
(22)
002 , F20 = −8b

(11)
101 b

(22)
011 + 8b

(11)
011 b

(22)
101 ,

F30 = −16ib
(11)
002 b

(22)
011 + 16ib

(11)
011 b

(22)
002 , F21 = −16ib

(11)
101 b

(22)
002 + 16ib

(11)
002 b

(22)
101 ;

G01 = −4i
√

1 + µ2b
(11)
011 , G02 = −8b

(11)
101 b

(12)
011 + 8b

(11)
011 b

(12)
101 + 8

√
1 + µ2b

(11)
002 ,

G12 = 16ib
(11)
011 b

(12)
002 − 16ib

(11)
002 b

(12)
011 , G03 = −16ib

(11)
101 b

(12)
002 + 16ib

(11)
002 b

(12)
101 ;

H01 = 8ib
(12)
011 , H11 = −16b

(11)
101 b

(12)
011 + 16b

(11)
011 b

(12)
101 , H02 = −16b

(12)
002 ,

H21 = −32ib
(11)
002 b

(12)
011 + 32ib

(11)
011 b

(12)
002 , H12 = −32ib

(11)
101 b

(12)
002 + 32ib

(11)
002 b

(12)
101 ;

I00 = 2
√

1 + µ2, I01 = 4ib
(12)
101 , I20 = −8b

(11)
101 b

(12)
011 + 8b

(11)
011 b

(12)
101 − 8

√
1 + µ2b

(11)
002

I10 = 4ib
(12)
011 + 4i

√
1 + µ2b

(11)
101 , I11 = −16b

(12)
002 ,

I21 = −16ib
(12)
002 b

(11)
101 + 16ib

(11)
002 b

(12)
101 , I30 = −16ib

(11)
002 b

(12)
011 + 16ib

(11)
011 b

(12)
002 .

Proof of Lemma 4.2: Denote by B = (bij)3×3. By (4.5)

b−1
11 = det

(
b22 b23

b32 b33

)
= b22b33 − b32b23

=
(√

1 + µ2 + 2iζ1b
(12)
011 + 2iζ2b

(12)
101 − 8ζ1ζ2b

(12)
002

)(
2
√

µ2 + 4iζ2b
(22)
011 − 8ζ2

2
b
(22)
002

)

−
(

4iζ2b
(12)
011 − 8ζ2

2
b
(12)
002

)(
2iζ1b

(22)
011 + 2iζ2b

(22)
101 − 8ζ1ζ2b

(22)
002

)

= A00 + A10ζ1 + A01ζ2 + A11ζ1ζ2 + A02ζ2
2

+ A12ζ1ζ2
2

+ A03ζ2
3

where the Aj are as above. Other formulas are obtained by the similar computation.

Proof of Theorem 4.1: From (4.6) (4.3) and (4.2), we have

(4.7) φ11(ζ, 0) =
Φ11

det(B)
, φ12(ζ, 0) =

Φ12

det(B)
, φ22(ζ, 0) =

Φ22

det(B)
,

where

(4.8)

Φ11(ζ1, ζ2) = 2ζ1
2
b−1
11 − (1 + µ2)ζ1ζ2b

−1
12 + 2µ2ζ2

2
b−1
13

= 2ζ1
2
(

A00 + A10ζ1 + A01ζ2 + A11ζ1ζ2 + A02ζ2
2

+ A12ζ1ζ2
2

+ A03ζ2
3
)

− (1 + µ2)ζ1ζ2

(
B10ζ1 + B20ζ1

2
+ B11ζ1ζ2 + B21ζ1

2
ζ2 + B12ζ1ζ2

2
)

+ 2µ2ζ2
2
(

C10ζ1 + C20ζ1
2

+ C30ζ1
3

+ C21ζ1
2
ζ2

)
,
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(4.9)

Φ12(ζ1, ζ2) = −2ζ1
2
b−1
21 + (1 + µ2)ζ1ζ2b

−1
22 − 2µ2ζ2

2
b−1
23

= −2ζ1
2
(

D10ζ1 + D01ζ2 + D11ζ1ζ2 + D02ζ2
2

+ D12ζ1ζ2
2

+ D03ζ2
3
)

+ (1 + µ2)ζ1ζ2

(
E00 + E10ζ1 + E01ζ2 + E20ζ1

2

+ E11ζ1ζ2 + E02ζ2
2

+ E21ζ1
2
ζ2 + E12ζ1ζ2

2
)

− 2µ2ζ2
2
(

F10ζ1 + F01ζ2 + F20ζ1
2

+ F11ζ1ζ2 + F30ζ1
3

+ F21ζ1
2
ζ2

)

and

(4.10)

Φ22(ζ1, ζ2) = 2ζ1
2
b−1
31 − (1 + µ2)ζ1ζ2b

−1
32 + 2µ2ζ2

2
b−1
33

= 2ζ1
2
(

G01ζ2 + G02ζ2
2

+ G12ζ1ζ2
2

+ G03ζ2
3
)

− (1 + µ2)ζ1ζ2

(
H01ζ2 + H11ζ1ζ2 + H02ζ2

2
+ H21ζ1

2
ζ2 + H12ζ1ζ2

2
)

+ 2µ2ζ2
2
(

I00 + I10ζ1 + I01ζ2 + I20ζ1
2

+ I11ζ1ζ2 + I30ζ1
3

+ I21ζ1
2
ζ2

)
.

From (4.2), it follows that fj(z, 0) = zj , j = 1, 2. Also g(z, 0) = 0 always holds. In fact,
after complexifying Im(g) = |f̃ |2, we have

g(z, w)− g(ζ, η)
2i

= f(z, w)f(ζ, η) + φ(z, w)φ(ζ, η), ∀w − η̄

2i
= 〈z, ζ̄〉.

By putting z = w = η = 0 in the above equation, we get g(ζ, 0) = 0 and this means g(z, 0) = 0.
Therefore, in order to prove Theorem 4.1, by Lemma 2.3. it suffices to prove

(4.11) deg(Φ11(ζ)) ≤ 4, deg(Φ12(ζ)) ≤ 4, deg(Φ22(ζ)) ≤ 4, deg(det(B)(ζ)) ≤ 3.

To prove the first inequality in (4.11), by (4.8), one needs to show

2A12 − (1 + µ2)B21 + 2µ2C30 = 0, 2A03 − (1 + µ2)B12 + 2µ2C21 = 0.

This can be verified by the formulas in Lemma 4.2. The second and the third inequalities in
(4.11) can be similarly obtained.
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To prove the last inequality in (4.11), we write the 3× 3 matrix B in (4.4) as (βjl). Then

(4.12) det(B) = −β21det

(
β12 β13

β32 β33

)
+ β22det

(
β11 β13

β31 β33

)
− β23det

(
β11 β12

β31 β32

)

and from (4.5) we obtain

det(B) = −
(

2iζ1b
(11)
011 + 2iζ2b

(11)
101 − 8ζ1ζ2b

(11)
002

)

·
[
(4iζ1b

(12)
101 − 8ζ1

2
b
(12)
002 )(2

√
µ2 + 4iζ2b

(22)
011 − 8ζ2

2
b
(22)
002 )

− (4iζ2b
(12)
011 − 8ζ2

2
b
(12)
002 )(4iζ1b

(22)
101 − 8ζ1

2
b
(22)
002 )

]

+
(√

1 + µ2 + 2iζ1b
(12)
011 + 2iζ2b

(12)
101 − 8ζ1ζ2b

(12)
002

)

·
[
(2 + 4iζ1b

(11)
101 − 8ζ1

2
b
(11)
002 )(2

√
µ2 + 4iζ2b

(22)
011 − 8ζ2

2
b
(22)
002 )

− (4iζ2b
(11)
011 − 8ζ2

2
b
(11)
002 )(4iζ1b

(22)
101 − 8ζ1

2
b
(22)
002 )

]

−
(

2iζ1b
(22)
011 + 2iζ2b

(22)
101 − 8ζ1ζ2b

(22)
002

)

·
[
(2 + 4iζ1b

(11)
101 − 8ζ1

2
b
(11)
002 )(4iζ2b

(12)
011 − 8ζ2

2
b
(12)
002 )

− (4iζ2b
(11)
011 − 8ζ2

2
b
(11)
002 )(4iζ1b

(12)
101 − 8ζ1

2
b
(12)
002 )

]
.

By direct computation, one can verify that the ζ1
j
ζ2

l
terms of degree 4, 5 and 6 above all vanish

so that the last inequality in (4.11) holds.
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