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I Integral Equations 
and Operator Theory 

P E R I O D I C  P O I N T S  O F  P O S I T I V E  L I N E A R  O P E R A T O R S  A N D  
P E R R O N - F R O B E N I U S  O P E R A T O R S  

R O G E R  NUSSBAUM* 

Let C(S) denote the Banach space of continuous, real-valued maps f : S -+ IR 
and let A denote a positive linear map of C(S) into itself. We give necessary 
conditions tha t  the operator  A have a s tr ict ly positive periodic point  of minimal  
period m. Under mild compactness conditions on the operator  A, we prove tha t  
these necessary conditions are also sufficient to guarantee existence of a s tr ict ly 
positive periodic point  of minimal period m. We study a class of Perron-Frobenius 
operators defined by 

c~ 

(Ax) (t) = ~ bi(t)z(wi(t)), 
i = I  

and we show how to verify the necessary compactness conditions to apply our 
theorems concerning existence of positive periodic points. 

1 I n t r o d u c t i o n  

Recently, in [10], the following question was raised: Do there exist a nonnegative, continuous 
function k : [0, 1] x [0, 1] --+ IR and strictly positive, continuous functions f0 : [0, 1] -~ IR and 

f l  : [0, 1] -+ IR with f0 r f l  such tha t  for all s E [0, 1] 

/0 /0 k(s, t)fo(t)dt = f~(s) and k(s, t)fl(t)dt = f0(s)? 

A simple classical argument shows tha t  this question does not have a positive answer if 

k(s, t) > 0 for all s and t. 
In this paper  we shall be interested in generalizations of the above question. Let 

S denote a compact,  Hausdorff space, C(S) the Banach space of continuous, real-valued 
functions z :  S --+ IR with lixll = sup{lx(s)l  : s E S} and P(S) := P ,  the set of nonnegative 
functions in C(S). In this notation, Po(S), the interior of P(S), is the set of functions x 
such that  x(s) > 0 for all s E S. The cone P induces a par t ia l  ordering by x _< y if and only 
if y - x E P. If A : C(S) --+ C(S) is a linear operator ,  we shall say tha t  A is "positive" if 
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A(P(S))  c P(S).  It is well known and easily proved that  if A : C(S) ~ C(S) is a positive 
linear operator,  then necessarily A is a bounded linear operator.  As usual, if f E C(S) ,  m is 
a positive integer, and A : C(S) --+ C(S) is a bounded, linear operator ,  we shall say that  "f 
is a periodic point  of A of minimal period m" if Am(f)  = f and AJ(f) r f for 0 < j < m. 
We shall consistently use the above notation. 

We can now state the main questions of interest here. 

Q u e s t i o n  1. Assume that  m is a given positive integer, S is a compact,  Hausdorff space 
and A : C(S) -+ C(S) is a positive, linear operator .  Does there exist fo E Po(S) such tha t  
f0 is a periodic point of A of minimal period m? 

Q u e s t i o n  2. Let m, S and A be as in Question 1. Does there exist fo c P(S)  such tha t  f0 
is a periodic point  of A of minimal period m? 

Despite their similarity, there are impor tan t  differences between these two questions. 
We shall find necessary conditions that  Question I have a positive answer; and we shall prove 
that,  under mild compactness conditions on A, these necessary conditions are also sufficient. 
We shall prove tha t  a slight variant of the necessary conditions for Question 1 also leads, 
under mild compactness conditions on A, to sufficient conditions tha t  Question 2 have a 
positive answer. 

If bi : S --+ JR, i _> 1, are given nonnegative, continuous functions such that  
~i~1 bi(s) := b(s) is a finite, continuous function, and if w~ : S --+ S, i _> 1, are given 
continuous functions, then one can define a positive linear operator  A : C(S) -4 C(S) by 

(Az)(s) = f i  bi(s)x(wi(s)). 
i = 1  

Such operators are sometimes called "Perron-Frobenius operators" and represent a major  
interest of this paper.  Establishing appropria te  compactness condit ions on A so tha t  we 
can apply our theorems turns out to be a delicate problem, and existing results in the 
l i terature seem inadequate for our purposes. These difficulties are a l ready apparent  in a 
simple example studied in Corollary 6.2 below, where S = [0, 1], k > 1 is a real number and 
A : C(S) --+ C(S) is given by 

(Ax)(t) - tx((1 - t) k) + (1 - t)x(1 - tk). 

This paper  is rather  long, so a guide to the principal results may be in order. In 
Section 2 we present the following theorem, which gives necessary conditions for Question 1 
to have a positive solution. 

T h e o r e m  1.1 Let S be a compact, Hausdorff space, A : C(S) --+ C(S) a positive, linear 
operator and m a positive integer. Assume that there exists fo ~ Po(S) such that fo is a 
periodic point of A of minimal period m. Then the following conditions hold: 

(1) There exists 0 e Po(S) with A(O) = O. 

(2) There exist closed, nonempty proper subsets Ej C S, 0 < j < rn, with E,~ = Eo, such 
that (a) N~-_-ol Ej = 0 and (b) whenever f E C(S) and f lEi  = 0 for some 0 < j < m -  1, 
it follows that AflEj+I = O. 
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In Corollary 2.1 below we prove that ,  if m is a prime, the sets E~ in Theorem 1.1 
can be chosen pairwise disjoint for 0 < i < m. For general m we can always arrange that ,  
for 0 < i < k < m, either Ei = E~ or Ei N Ek = O. 

In Section 3 we s tar t  from the necessary condition (2) in Theorem 1.1 and ask what  
further condit ions are necessary to insure a positive answer to Question 1 or Question 2. We 
observe (see Theorem 3.5 below) tha t  Questions 1 and 2 for general m can be reduced to the 
case tha t  m is a prime, so we restrict  a t tent ion to the case tha t  m is a prime. The following 
theorem is a special case of Theorem 3.1 in Section 3. 

T h e o r e m  1.2 Let S be a compact, Hausdorff space, A :  C(S)  -+ C(S)  a positive linear oper- 
ator and m a prime number. Assume that there exist closed, nonempty sets Ey, 0 << j < m, 
as in condition (2) of Theorem 1.1. Suppose, also, that there exists 0 �9 P (S )  such that 
A(O) = 0 and O(so) > 0 for some so �9 E := Ur~s Finally, assume that at least one of the 
following compactness conditions on A is satisfied: 

(a) For every M > 0 and for every f �9 C(S)  such that - M O  <_ f < MO, the norm closure 
of {(Am)J(f)l  j > 1} is compact in the norm topology. 

(b) p(A) < 1, where p(A) denotes the essential spectral radius of A. 

Then it follows that there exist positive reals a and b and fo �9 P ( S )  such that aO <_ fo <<_ bO 
and fo is a periodic point of A of minimal period m. 

In Theorem 3.1A below we also show that a version of Theorem 1.2 holds for a class 

of nonlinear maps A : P(S) -+ P(S), although we do not pursue this point in this paper. 

As a very special case of Theorems i.i and 1.2 (see Remark 3.2), we obtain a 

complete answer to our original question about integral operators. 

C o r o l l a r y  1.1 Let m be a prime number, S a compact, Hausdorff space and # a regular, 
Borel measure on S such that it(G) > 0 for every nonempty, open subset G of S. Let 
k : S • S --~ 1R be a continuous, nonnegative function and define A : C(S)  ~ C(S)  by 

(Ax)(s)  = / k(s, t )x( t)p(dt) .  

Then A has a periodic point fo C Po(S) of minimal period m if  and only if the following 
conditions are satisfied: 

(1) There exists 0 ~ Fo(S) with A(O) = a. 

(2) There exist compact, nonempty, proper subsets ]~ of S, 0 < i < m,  with E,~ = E0, 

n m - i E  = 0 and (b) k(s , t )  = O for (s, t)  �9 U?=IE ~ • ~_~ ,  where L~ such that (a) i=0 
denotes the complement of Ej. 

Much of the rest of this paper  is devoted to finding useful hypotheses which imply 
the compactness condition (a) of Theorem 1.2. I t  is straightforward to prove tha t  condition 
(b) of Theorem 1.2 implies condition (a) of Theorem 1.2. However, it  will generally be the 
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case that for Perron-Frobenius operators A of interest, p(A), the essential spectral radius of A, 
equals r(A), the spectral radius of A; and condition (b) of Theorem 1.2 cannot be satisfied. 
The reader's attention is particularly directed to Theorem 3.3, which gives a framework 
applicable to Perron-Frobenius operators and gives conditions under which condition (a) of 
Theorem 1.2 is satisfied. 

In general, under the conditions we consider, the Krein-Rutman theorem and its 
generalizations only insure the existence of an eigenvector 0 E P(S)  of A with eigenvalue 
r(A), although it may well happen that 0 E Po(S). Theorem 3.4 of Section 3 gives hypotheses 
which insure that 0 satisfies the hypotheses of Theorem 1.2. 

One can also ask whether A*, the Banch space adjoint of A : C(S) ~ C(S), has 
periodic point #* C P(S)* of minimal period m. Theorem 4.1 of Section 4 provides an answer 
to this question. One can also argue more directly from the results of Section 3, but at the 
cost of unnecessary hypotheses. 

Sections 5 and 6 of this paper are devoted to the theory of Perron-Frobenius op- 
erators. Section 5 treats the existence and uniqueness of positive eigenvectors of Perron- 
Frobenius operators and represents a slight generalization of unpublished 1989 notes which 
the author wrote in response to questions from Professor Jeff Geronimo. Also note that the 
important quantity p(A) (see equations (19)-(22) in Section 5) will in general be strictly less 
than s(A) (see eqn. (34)), which has been studied in the literature [1, 2, 6, 9, 11]. Indeed, 
we have p(),) < s(~) = 1, even for simple examples like those in Corollaries 5.2 and 6.2. 
Theorem 5.1 gives hypotheses under which Perron-Frobenius operators have an eigenvector 
in P(S)  with eigenvalue r(A). The same theorem also gives hypotheses under which the 
compactness condition (a) of Theorem 1.1 is satisfied and for which every eigenvector u of 
A, the complexification of A, with eigenvalue C, ICI = r(A), is H51der continuous. Corollaries 
5.1 and 5.2 are special cases of Theorem 5.1. We especially draw the reader's attention to 
Corollary 5.2, which illustrates the delicate calculus questions which can arise in verifying 
the hypotheses of Theorem 5.1. Theorems 5.2 and 5.3 in Section 5 deal with the question 
of whether r(A) is the only eigenvalue c~ of A with lal = r(A) and with the question of the 
algebraic multiplicity of r(A). 

In Theorem 6.1 of Section 6 we present a version of our fundamental Theorem 
3.1 which is directly applicable to Perron-Frobenius operators. A simple, but illuminating 
example is given in Corollary 6.2. 

2 Per iod ic  Po ints  o f  A- N e c e s s a r y  C o n d i t i o n s  

T h e o r e m  2.1 Let S be a compact, Hausdorff space and A : C(S) -~ C(S) a positive, 
linear operator. For a given integer m, assume that there exists a strictly positive function 
fo C Po(S) which is a periodic point of A of minimal period m. Then the following conditions 
hold: 

(1) There exists 0 E Po(S) with A(O) = O. 

(2) There exist closed, nonempty, proper subsets EN C S, 0 <_ j <_ m, with Em = Eo, 
such that (a) N~--olEj = 0 and (b) whenever f E C(S) and f lE j  = 0 for some j with 
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0 <_ j <_ m - 1, it follows that AflE3+~ = O. 

Proof .  Define f j  = AJ(fo) for 0 _< j < m. Because A( f j )  = fj+l for 0 _< j _< m - 1, we see 

that  A(O) = 0 for 0 := E~=~ 1 fj .  Also, because f j  C P(S )  for 1 _< j __ m - 1 and f0 C Po(S), 
we conclude that  0 C Po(S). If r E Po(S), there exists c~ > 0 such that  r - s0  E P(S) ,  so 
by applying A we see that A(r - a0 E P(S)  and A(r C Po(S). It follows that  A maps the 

interior of P(S )  into itself, so by applying A repeatedly we see that  f j  = AJ(fo) E Po(S) for 
l < _ j < _ m - 1 .  

F o r j  E 2Z, define fj = fi, w h e r e O < i <  m - 1  a n d j - - i  ( modm) .  F o r i  C 2Z, 

define ri := max{r] fi > rfi-~} and R~ := min{R I f~ <_ rf~-l}. If r~ = Ri for some i, then 
fi-1 = Afi for some A > 0. By applying A repeatedly, one derives that  Afj = f j-1 for all j 
and that  f0 = Am f0. The latter equation implies that  A = 1 and fl  = f0, a contradiction. 
Thus we know that  ri r R4 for all i. 

We claim that ri = ri+l =: r and Ri = R4+l =: R for all i and that  r < 1 < R. 

Recalling that  fi >_ rifi-1 and applying A we see-that fi+l >_ rifi, and the latter inequality 
implies that  ri+l _> ri- It follows that  7"0 _< rl _< "-- _< rm-1 ___ rm = r0, which implies that 

r i + l  = r i  = :  7" for all i C 2Z. 

A similar argument shows that Ri = Ri+l =: R for all i. 
To see that 7" < 1, we assume not and argue by contradiction. If r >_ 1, then 

f~+~ >_ f~ for each i; and because fi+~ r  there exists s~ E S with f~+~(s~) > f~(si). Adding 
these inequalities and taking s = sj for some fixed j ,  we obtain 

m - 1  m - 1  

fi+l(Sj) > ~ f i (@,  
i = 0  i = 0  

which is a contradiction. The proof that  R > 1 is similar and is left to the reader. 

Let Ci = {s E S l f i (s  ) = r f i - l ( s ) }  and Di = {s C SIf~(s ) = R f i - l ( s ) } .  We claim 
that if f C C(S)  and f lCi = 0 for some i, then AfIC~+I = 0. Thus assume that  fIC~ = 0 
and f r 0 and, for e > 0, let G~ = {s C S I lf(s)l >_ e}. For e sufficiently small, Ge is a 
closed, nonempty set disjoint from Ci. There is an open neighborhood H~ of Ci such that  the 
closure of H~ is disjoint from G~. Urysohn's theorem implies that  there is a continuous map 
r : S -+ IR such that r = 1 for all s E G~, r = 0 for all s E H~, and 0 _< %(s) _< 1 

for all s C S. We have that  I lCJ - fll < e, so HA(r  - A(f)t  t < IlAlle. Since % f  = 0 on 
H~, fi - rfi-~ >_ 0 and (fi - rfi_~)(s) > 0 for all s ~ H~, there exists ~ > 0 such that  

- ~ ( . f ~  - 7`fi-~) _< C J  _< a~(f~ - 7"f~-1). 

It follows that 

-A~A(f i  - rfi-~) <_ A(r  <_ A~A(fi - rf~_~). 

Because A(f i  - r f i _ ~ )  = .fi+~ - r f i  and f / + ~ -  rfi  vanishes on Ci+~, we see that A(r  
vanishes on Ci+t. Taking the limit as ~ --+ 0 +, we conclude that  A ( f )  vanishes on Ci+~. A 
similar argument shows that if f vanishes on/9/ ,  then A f  vanishes on Di+~. 
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Nm-Ic" then r i } ~ i ( ~ )  = r m = 1, which contradicts that Notice that if s E 5=0 3, 
- Am-ID.  fact that  r < 1. It follows that A~-0ic5 is empty. A similar argument shows that 5=0 a 

is empty. We complete the proof by either defining Ej = Cj for 0 < j <_ m or by defining 
Ej = Dj for O _< j < rn. [:3 

R e m a r k  2.1. Let assumptions and notation be as in Theorem 2.1 and define f j+~ = f5 for 
j C 2g. The sort of reasoning used in Theorem 2.1 actually proves much more. Suppose that 
aj, 0 < j < m, are real numbers. If m-lasf5 0, then ~-1 - ~5=o = ~j=o ajfj+k = 0 for all/a ~ 2g. If 
P P ( S )  and ~ ajf j  e OR (respectively, Po) then m-* = ~j=0 ajfs+k C O P  (respectively, Po) 
for all k E ~ .  If, for fixed real numbers aj, 0 _< j < m, we have that  ~ l  asfj := g E 3P, 
define for k > 0 Ek = {s E S I (Akg)(s) = 0}. If f E C(S)  and f lEk = 0, then the same 
reasoning used in Theorem 2.1 shows that Af[Ek+l = O. 

In fact we can provide more information about the sets Ei than is given in Theorem 
2.1. In particular, as we shall now show, if m is a prime, the sets E~ can be taken to be 
pairwise disjoint. 

C o r o l l a r y  2.1 Let hypotheses be as in Theorem 2.1. In addition to the properties listed in 
Theorem 2.1, the sets Ei can be selected so that for 0 < i < k < m either Ei = Ek or 
Ei N Ek = 13. I f  m is a prime, we can always arrange that Ei N Ek = 13 for 0 <_ i < k < m. 

Proof .  Suppose that E is a closed nonempty subset of S and that  there exists f E P ( S )  
such that E = {s E S l f ( s  ) = 0}. Let F = {s C S [ ( A f ) ( s )  = 0}. Then the proof of 
Theorem 2.1 shows that for every h C C(S)  with h i e  = 0 we have Ah[F = 0. We shall use 
this observation. 

Let fs, J E 2Z, and 0 be as defined in the proof of Theorem 2.1 and let 

r, = sup{r _> 01fj  _> r f j - d .  

We have seen in the proof of Theorem 2.1 that rj = r < 1 is independent of j .  As in the 

proof of Theorem 2.1, we define E 5 = {s E S l fs(s  ) = r fs_l (s)} ,  and we recall that  Ej  is 
a proper, closed, nonempty subset of S with rq}'2%IE5 = 13. If J is any finite collection of 
integers, we define E j  by E j  = ['~jEjEj. If u is an integer, we define J + u = {j + u I J E Y}, 
so E j+ ,  = nseaEs+,.  We now select Y C {0, 1,. �9 m - 1} such that  E j  r 13 and such that 
EL = t3 for every subset L c {0, 1, . .  -, m - 1} such that [Y[ < [U. Our construction insures 
that  [J] := k < m. For this choice of J,  we define E?, := Ej+~ for ~ E ~ .  For each ~ E 2Z, 
we define 

d. = {i C {0, 1 , . - - ,  m - 1} J i - d + ~' (mod m) for some j E J}. 

We note that Idvl = k and E~ = E j  V. We shall write J + ~'i = d + t'2 (rood m) if J-i = J-~- 
We claim that if E~, t, C 2Z, in Theorem 2.1 are replaced b y / ~ ,  then the properties 

mentioned in Theorem 2.1 and in the statement of this corollary are satisfied. To see this, 
first define a function g~ by 

g- := Z ( I S + ,  - r f j+ ,_ , )  
j~J 
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and note tha t  E j+ .  := E .  = {s E S ig~(s) = 0}; note also tha t  our construction gives 
E j  # O. If E j + ,  = 0 for some v E 2~, then g.  E Po(S) and there exists 5 > 0 with g~ >_ 50. 
Applying A repeatedly, we see tht  g ,  > 50 for all # _> v. If # is an integral mult iple of m, 
we deduce tha t  go >_ (~0; and the la t ter  inequality contradicts  the assumption that  E j  # 0. 
Thus we conclude tha t  E .  # 0 for all v E 2~. Since Ej  is a closed, proper  subset of S for all 
j E 7Z,, we easily conclude t h a t / ~ ,  is a closed proper subset of S for all v and that  

m - - J -  ^ n.=o E .  = ny=~E j  = O. 

As observed above, g~ E P(S )  and E .  = {s]g~(s)  = 0}. Since A(g~) = g,+l and 
E,+I = {sig~+l(s) = 0}, our original remarks imply tha t  if h E C(S)  and h] /~  = 0, then 
A ( h ) l ~ + j -  = 0 

If 0 < # < v < m and /~, M E~ # •, we see tha t  Ej~ A ~:j~ := EL # (3, where 

L := J~ U J . .  By our selection of J, we must have tha t  ILI = k, so Jv = J~ and E ,  = ~7~. 
Suppose, by way of contradiction, that  m is a prime and that ,  for # and v with 

0 < # < , < m we have /~ ,  n E~ # ~. As observed above, we must  have d~ = J~. If j0 E J ,  
there must exist i E Jz with i - J0 + # (rood m), and it follows tha t  there must exist jj- E J 
with i --  j~ + v (mod m). I t  follows tha t  for any j0 E J ,  there exists j l  E J with Jo + P - jj- 
(mod m) and p := # - v. Using this observation repeatedly, we see tha t  for 0 ~ s < m, 
there exists Js E J with j~ ~ jo + sp (rood m). If j~ = j t  for 0 ~ s < t < m, we find tha t  
(t - s)p =-- 0 (mod m). However, this is impossible, because 0 < t - s < m, 0 < - p  < m 
and m is a prime. It follows tha t  J has at least m dist inct  elements, which contradicts  our 
earlier observation that  ]JI < m. [] 

Actually, the proof of Corollary 2.1 yields more than  we have stated.  Let notat ion 
be as in Corollary 2.1. I f 0  < #_< , < m and ~ :~NE~ # 0, we have seen that  J ,  = J~. 
The same argument as above shows tha t  the lat ter  equation is impossible if p := v - # is 
relatively prime to m. Furthermore,  the equation Jz = J~ places many other constraints. 
For example, if [J[ = m - 1, one must have that  J~ # J .  for 0 < # < , < m. 

Theorem 2.1 gives necessary conditions for a given positive, bounded linear op- 
erator  A : C(S)  --4 C(S)  to have a periodic point f0 E Po of minimal  period m. If 
f j  C Po, 0 <_ j < m, are specified functions with fm = fo, one can also ask whether 
there exists a bounded, positive linear operator  A, given by a continuous integral kernel, 
such tha t  AJ(fo) = f j  for 0 < j < m. For m = 2 there is a simple answer to this question. 

C o r o l l a r y  2.2 Let S be a compact, Hausdorff space and # a regular Borel measure on S 
such that #(G) > 0 for every nonempty, open set G C S. Suppose that fo E Po(S) and 
f l  E Po(S) are given functions with fo ~ f l .  There exists a continuous, nonnegative function 
k : S • S --+ [0, oo) such that f k ( s , t ) f o ( t ) # ( d t )  = f l ( s )  and f k ( s , t ) s  = fo(s) for  
all s E S if  and only if  fo and f l  satisfy the following conditions: 

(1) I f  go(s) = ~ and gl(s) = ~ then S~ (~) fo(s) ' 

min{g0(s) : s E S} = min{gl(s)  : s E S} := r, 

where O < r < 1. 
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(2) If Eo = {stf0(2 ) = r f l ( s ) }  and E1 = {s ] f l ( s )  = rf0(s)},  then Eo and El have 
nonempty interiors. 

Proof .  Suppose first that  there exists a bounded, positive linear operator  A : C(S) --+ C(S) 
such tha t  Afo = fl and Afz = fo and (Af)(s) = ~k(s , t ) f ( t )#(dt)  for some continuous, 
nonnegative function k. By applying Remark 1 to fo - r f l  or by recalling the proof  of 
Theorem 2.1, we see that  min{g0(s ) : s E S} := r and min{gz(s) : s c S} = r. Since we 
assume that  f0 r f l ,  the proof of Theorem 2.1 shows that  0 < r < 1. 

As noted in the proof of Theorem 2.1 and in Remark 2.1. i f f  C C(S) and flEo = O, 
then AftE1 = 0. Because we assume that  p(G) > 0 for any nonempty, open subset of S, we 
easily deduce that  klE1 x E~ = 0, where E' denotes the complement of a set E. Similarly, 
we see tha t  klEo x E' t = 0. Because k is continuous, it  follows tha t  klEz x F0 = 0 and 
klEo x F1 = 0, where Fi denotes the closure of E I. If E0 has empty  interior, it follows tha t  
klE~ x S -- 0. However, this contradicts  the fact that  A(O) = 0, where 0 :=  fo + fl E Po(S). 
Similarly, we obtain a contradict ion if E l  has empty interior. 

Conversely, assume tha t  f0 and f l  satisfy conditions (1) and (2) of Corollary 2.1. 
Because E0 and E~ have nonempty interiors, there exist nonnegative, continuous functions 
~i : S --* IR, i = 0,1, such tha t  ~i(t)  = 0 for all t ~ Ei and fr = 1. Define k(s,t) 
by 

( r - l f l ( s )  - fo(8)) r t fo t )-1 (fo(s) - rfz(s)) 
k(~, t )= ~ - : f 2 ; ~  ( ( ) ) ( ( )  + ( r - l - r )  (r176 

We leave it to the reader to verify tha t  

f k(s,t)fo(t)~(gt) = fl(s) and /k(s , t ) f t ( t )#(dt)  = fo(s). [] 

If m in Theorem 2.1 is a prime, we shall see in Section 3 that  the necessary con- 
ditions of Theorem 2.1, together with mild compactness conditions on A, provide sufficient 
conditions for the existence of a s tr ict ly positive periodic point  of minimal  period m. In 
general, suppose that  II~=iP~i = m, where Pi, 1 < i < k, are dist inct  prime numbers and 
ai. 1 < i < k, are positive integers. For 1 < i < k, define ui = m and Bi = A "~, where A is 

' P i  

as in Theorem 2.1. By Theorem 2.1, there exists 0 E Po(S) with A(O) = 0 and Bi(O) = 0 for 
1 < i < k. Since f0 c Po(S) is a periodic point of A of minimal  period m, fo C Po(S) is also 
a periodic point of Bi of minimal period pi- Thus we can apply Theorem 2.1 to the positive, 
bounded linear opera tor /? i  to obtain necessary conditions tha t  B~ have a periodic point  in 
Po of minimal  period pi, 1 < i < k. We shall see in Section 3 tha t  these necessary conditions 
on Bi, 1 < i < k, together with mild compactness conditions on Bi, 1 < i < k, insure tha t  
A has a periodic point in Po of minimal  period m. 

3 Per iod ic  Po ints  of  A" Sufficient C o n d i t i o n s  

In this section we shall prove tha t  if A satisfies a mild compactness condition and m is a 
prime, then the necessary conditions of Theorem 2.1 are also sufficent to insure that  A has 
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a per iod ic  point  f0 E Po(S) of min ima l  per iod  m. The  case t h a t  m is not  a pr ime can be 
eas i ly  ana lyzed  and reduced to  the  pr ime case: see Theo rem 3.5. 

Our  first l e m m a  is a k ind  of extension theorem for cont inuous  functions.  I t  will p lay 
a crucial  role in our subsequent  work. 

L e m m a  3.1 Let m be a positive integer and suppose that Ei, 0 < i < m - l ,  are closed (possi- 

bly empty) subsets of  a normal, Hausdorff space T.  Assume that hi : F-,i ~ 1R, 0 < i < m -  1, 
are continuous maps, that h : T --+ 1~ is a continuous map and that 

rn--I 

Am-IE .  h(x)  = Z h i ( x ) / o r  a l l x  E ~=o ~. 
i=O 

Then there exist continuous maps h~ : T --+ 1~ such that 

(a) hilEi : hi[Ei 

E{:0 h{(x) : h(x) fo< all ~ ~ T. 

If, in adition, there exists B > 0 such that th(z)l <_ B for  all x E T and lh{(z)l < B for  all 
x E E i ,  0 < i < m - 1, then hi, 0 < i < m - 1~ can be chosen so that Ihi(z)l _< ( ( m +  1)!)B 
f o r a l l x E T ,  0 < i < m - 1 .  

P r o o f .  We argue by induct ion  on m. If m = 1, L e m m a  3.1 is obvious: define ho(x) = h(z)  

for all x E T and note  t h a t  i f B  exists,  then ]h0(z)l _< B < ( ( m +  1)!)B for all z E T. Take 
m > 1 and assume we know the L e m m a  for smal ler  values of m. Define h0(z) = ho(x) for 

x E Eo and define Iz0(x) = h(x)  - ~i=lm-~ hi(z) for x E (~=~lE~. If x E Eo (~,lN'~-lE-~i=l ~,, our  
a s sumpt ions  imply  t h a t  these def ini t ions agree, so ho is a cont inuous,  rea l -valued funct ion  

rC?m-lE ~ The  Tie tze  extension theorem implies  t ha t  tz0 can be ex tended  wi th  doma in  E0U t i=1 ~J- 
to  a cont inuous m a p  (which we also des ignate  ho) ho : T ~ IR. Fur the rmore ,  if B exists,  

Nm-1 E. we have t h a t  ]h0(x)] <_ m B  for a l l x  E E 0 U  i=1 ~, so the extens ion ]z0 : T - +  IR can 
also be chosen to sat isfy fh0(x)[ _< m B  for all x E T.  By our  const ruct ion ,  we have t h a t  
h(x) ho(~) m - ~  - = Ei=l hi(x) for all x E Mm-IE �9 Define ]z by s  = h(x) h0(z) for x E T ^ i = 1  z -  - -  

and not ice  t ha t  h is cont inuous  and h(x)  - m-1 m-1 - 2 i=1 hi(x) for all x E Ai= 1 Ei and (if B exists)  
Ih(x)l  _< B1 :=  (m + 1)B and [h~(z)l ___ B < B~, for all x E E i ,  1 < i < m -- 1. By our  
induct ive  assumpt ion ,  for I < i < m - 1, hi has a cont inuous  extension )'z~ : T -+ IR such 
t h a t  h(x)  = ~m-~i=l h i (x)  for all  x E T and (if B exists) Ihi(x)l _< (m!)B1 = ( (m + 1)[)B for 
all  x E T,  1 < i < m - 1. This  comple tes  the proof. [] 

We shall  ac tua l ly  only  use a very special  case of L e m m a  3.1. 

L e m m a  3.2 Let m be an integer with m >_ 2 and suppose that Ei, 0 < i < m, are closed 

(possibly empty) subsets of a normal, Hausdorff space T and that E,~ = Eo. Assume also 
that Nm-lEi=o ~ = 0. Let r be a positive real number and set p = max( r ,  r - i )  and N = m ( m  + 
1)!. Then there exist positive, continuous functions f i  : T --~ ( 0 , ~ )  with fm = fo and 
f i (s )  = r f i - l ( s )  for  all s E Ei, 1 < i < m and p-N <_ f i (s )  < pN for  all s E T,  I < i < m.  
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lim 

If T is a bounded 
T, is defined by 

o~(T) = inf{d > 0 t T = 

P r o o f  Define h : T --+ IR by h(t) = 0 for all t and define hi : E~ --+ IR by hi(t) = in(r)  for 
all t E El, 0 < i < m. Because N m - I E  i=0 ~ = ~, the conditions of Lemma 3.1 are satisfied (with 
B := I ln(r)l = ln(p)), and there exist continuous maps h i :  T -+ IR such that  hi(t) = ln(r)  for 
a l l t E E i a n d  m- l^  ~i=0 hi(t) = 0 for all t E T and [hi(t)I _< ((m + 1)!)1 ln(r)t _< ((m + 1)!)In(p) 
for a l l t  E T. We define hm = h0, and we define 9~ : T -+ IR by 9i(t) = exp(hi(t))  for 

m--1 0 < i < m. It follows tha t  g~ E Po(T), gm = 90, gdE~ = r, 1-Ii=0 g~(t) = 1 for all t E T and, 
f o r n : =  ( m + l ) [ , p - ~ _ < 9 ~ ( t )  <_ p~ for a l l t  C T, 1 < i <  m. We define fo(t) = 1 for all 
t E T a n d w e d e f i n e f k : T - + ( 0 ,  o c ) , l < k < m ,  by 

k 

fk(t) = ( H  gj(t)). 
j=l 

The reader can verify that,  with this definition of fk for 0 < k < m, all the s tated conditions 
of Lemma 3.2 are satisfied. [] 

At this point we need to recall some s tandard  results. If Y is a real Banach space 
and B : Y --+ Y is a bounded linear map, ]~ will denote the complexification of Y and 
/)  : Y --+ Y will denote the complexification of B. We define a norm on the complex Banach 
space ]~ by 

Ilu + iv[] = max{ll(cos(0)u + sin(0)v[I : 0 < 0 < 2~r}, 

where u and v are elements of Y and i = x/Z1. We shall denote by or(/)) the spectrum o f / ) ,  
and we shall define ~(B)  := a( / ) ) .  We shall always denote by r(B) the spectral radius of /3 ,  
and we recall that  IIB~II = IIBkll and 

IIB~If�88 = inf IIB~II�88 = sup{lAI : A E ~(B)}.  (1) 
n>l 

subset of Y, recall that  ~(T) ,  the measure of noncompaetness of 

U~=ITj, where k < ooand  diameter(Tj)  _< d f o r l  _< j _< k}. (2) 

Propert ies  of the measure of noncompactness can be found in Section 1 of [14]. If Y and Z 
are Banach spaces and B : Y -+ Z is a bounded linear map,  we define c~(B) by 

a (B)  = inf{c > 0l c~(B(T)) <_ cc~(T) for all bounded sets T C Y}. (3) 

The map B --+ c~(B) is a seminorm; c~(B) _< IIBll and a ( B )  = 0 if B is compact.  If 
B : Y --+ Y is a bounded linear map and if there exists an integer N such that  B s = U + C, 
where IIUll < I and C is compact,  then c~(B N) = a (U)  < 1. Further  results about  the map 
B --+ c~(B) are given in [12, 14]. 

If B : Y -+ Y is a bounded linear map, we shall always denote by p(B) the radius 
of the essential spectrum of B; and we recall that  

p(B) = l im  (o~(B'~))~ = inf(o~(Bn))�88 (4) 
n_>l 

Our previous remarks imply that  p(B) <_ r(B). Further  results concerning the essential 
spectrum and the radius of the essential spectrum can be found in [12, 13, 15]. 



Nussbaum 51 

If C is a closed, bounded convex subset of a Banach space X and L : X --+ X is 
a bounded linear map such that  L(C) C C, our next lemma recalls conditions which imply 
tha t  L has a fixed point  in C. 

L e m m a  3.3 Let Y be a Banach space and L : Y -+ Y a bounded linear map. Assume that 
there exists a closed, bounded convex set C C Y such that L(C)  C C. Suppose that any one 
of the following conditions holds: 

1 k - 1  j (a) There exists xo C C such that the sequence Yz = ~ ~j=a L (xo) has a subsequenee which 
is convergent in the weak topology on Y.  

(b) There exists Xo E C such that the closure of {Lk(xo) : k _> O} in the norm topology is 
compact in the norm topology. 

(c) p(L) < 1, where p(L) denotes the essential spectral radius of L. 

Then L has a fixed point in C. 

P r o o f .  Suppose tha t  condit ion (a) holds and tha t  a subsequence Yk~ converges weakly to z0. 
Because C is closed and convex in the norm topology, it  is also closed in the weak topology, 
and z0 E C. The proof of the mean ergodic theorem (see [21] , pages 213-214) shows tha t  
L(zo) = Zo. (We use here the fact tha t  C is bounded, so {HL~(x)II : n > 0} is bounded for 
every x C C.) 

To complete the proof, it  suffices to show tha t  (c) ~ (b) ~ (a). If 

M := : k > 0}  

has compact  closure in the norm topology, then Mazur 's  theorem (see [5] , p.416) implies 
tha t  Vd(M), the closed, convex hull of M, is compact  in the norm topology. Since Yk C ~-6(M) 
for all k > 1, the sequence Yk has a subsequence which is convergent in the norm topology, 
and hence in the weak topology. 

If p(L) < 1, there exists an integer n and a constant  c < 1 such that  a ( L  ~) = c < 1. 
I f z E  C a n d  M : =  {Lk(x) : k_> O}, then M E  C is a bounded set a n d s ( M )  < o o .  We 
have tha t  

Ln(M)  U (U~=~LJ(x)) = M,  

and since a(U~-~LJ(x)) = 0, a ( M )  = a(Ln(M))  < ca(M) .  The la t ter  inequality implies 
tha t  a ( M )  = 0, so M has compact  closure in the norm topology. [] 

I fX i ,  0 < i < m -  1, are Banach spaces, we can form a Banach space Y = ~ o  I Xi. 

I f y  = ( x 0 , x l , - . - , x m - 1 )  e Y, we define [lY[[ = max{[Ixdl~ : 0 < i < , ~ -  1}. I f x ~  = x3 = x 
for t < i < j _< m -  1 and A : X -+ X is a bounded linear operator ,  we can define a bounded 
linear operator  (I) : Y -+ Y by 

(I)((X0, Xl,"" ", Xrn--1)) : (Axm-1, AXo, A x l , ' " ,  Axm-2),  (5) 

and one easily sees tha t  [[(I)kil = ]lAkl[ for k > 0. If C is a closed, bounded convex subset of 
Y and (I)(C) C C, we need a condition on A which insures tha t  ~ has a fixed point  in C. 
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L e m m a  3.4 Let X be a Banach space, m >_ 2 a positive integer and A : X --+ X a bounded 
linear map. Let Y m-1 = I-[i=0 X and let �9 : Y -+ Y be defined by equation (3.5). Assume that 
there exists a closed, bounded, convex set C C Y such that (P(C) C C and suppose that any 
one of the following conditions holds: 

(a) For any g = (go ,g l , ' " , g ,~ - l )  E C, there ezists an increasing sequence of integers 
ki -+ ~ such that k~ -I ~k~ol AmJ(go) is convergent in the weak topology on X as i -+ exp. 

(b) For any g = (g0,gl , ' "  ",gm-1) E C, the norm closure of {AmJ(go) : j >_ 0} is compact 
in the norm topology. 

(c) p(A) < 1, where p(A) denotes the essential spectral radius of A. 

Then there exists h E C with ~(h) = h. 

P r o o f .  Take f = (f0, f ~ , ' " , f m - 1 )  C C. We shall refer to ft, O < t < m - l ,  as the t- 
coordinate of f .  Define f j  = f t  if j E 2Z and j ~ t (modm) ,  0 < t < m - 1. For a positive 
integer n, f C Y and x E X,  we define ~n : Y --+ Y and Bn : X -~ X by 

1 n--1 n--1 

r  = -n j:~o (~J( f )andBn(x)  = 1 ~ AmJ(x). (6) 

A calculation shows that  for k > 1, the t-coordinate of ~mk(f)  is given by 

1 m-1 ( !  m .~-1 - -  ~ AS(Bk(fm+t-~)) = Bk ~ A~(f,~+t-.~)) := Bk(gt). (7) 
m s=0 s=o 

1 ~ r n - 1  One can see that  9t in the preceding equation is the t -coordinate  of ~ ~ = 0  ~ ( f ) ,  so the 
convexity of C implies tha t  ( g 0 , g l , ' " , g m - 1 )  C C. Because ~k(C)  C C and Ak( f j )  is one 
of the coordinates of Ok(f)  and C is bounded, {Ak(fj)  : k > 0} is bounded for each j .  A 
calculation shows that  for 0 < t < m - 1, 

1 
gt+I = A(gt) + ~ ( f t + l  - Am(ft+l)).  

Applying B~ to the above equation, we obtain that  for 0 < t < m - 1, 

Bk(gt+~) = d(Bk(gt)  ) + l (f,+~ _ d~k( f t+t)  )" (8) 

Asume now that  condition (a) of Lemma 3.4 holds. If gt is as above, it follows that  
there exists a sequence ki -+ oc such that  Bk~(go) converges weakly to h0 as i -+ oo. It 
follows from eq. (8) and the fact that  Amk(ft+~) is bounded for 0 < t < m - 1 tha t  Bk~(g~) 
converges weakly to A(ho). By using eq. (8) and repeat ing the argument one shows that  
Bk~(gt) converges weakly to At(ho) as i -+ oo for 0 < t < m - 1. It now follows from eq. (7) 
that  ~mk~(f) converges weakly to (ho, Aho , . . . ,  Am-lho) as i -+ ~ .  By using condit ion (a) 
of Lemma 3.3, we conclude tha t  �9 has a fixed point in C. 

To complete the proof, it suffices to prove tha t  condition (e) implies condition (b) 
and conditon (b) implies condition (a). If f = (f0, f l , ' " ,  fm-1) E C and condition (b) holds, 
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Mazur 's  theorem implies tha t  ~-o({A'~J(f0) : j > 0}) := D is compact  in the norm topology. 
Since Bk(fo) C D for k > 1, the compactness of D implies that  there exists a subsequence 
ki ~ oc such tha t  Be, (fo) converges in the norm topology (and hence in the weak topology) 
as i ~ oo. Thus condition (a) is satisfied. 

If p(A) < 1, eq. (4) implies that  p(A m) < 1, so there exists k _> 1 with c~(A "~k) = c, 

c < 1. I f f  = (fo, f l , " ' , f , ~ - l ) ,  define M = {A'~J(fo) : j > 0} and note tha t  our previous 
remarks show that  M is bounded. Arguing as in Lemma 3.3, we see tha t  

a(Amk(M))  = a ( M )  _< ca (M) ,  

so a ( M )  = O, M has compact  closure, and condition (b) is satisfied. [] 
We can now prove our basic theorem for the existence of periodic points of A. 

T h e o r e m  3.1 Let S be a compact, Hausdorff space and A : C(S)  ~ C(S)  a linear operator 
such that A(P)  C P, where P :=  P(S )  is the set of nonnegative functions in C(S) .  Let m 
be a prime number. Assume that the following conditions are ,satisfied: 

(1) There exist closed, nonempty subsets Ej  C S, 0 <_ j <_ m, with E m =  Eo, such that (c~) 
~--o~Ej = ~ and (~) whenever f e C(S)  and IIF~ = o for some j with 0 <_ j <_ m - 1, 
it follows that A f lE j+I  = O. 

(2) There exists 0 e P such that A(O) = 0 and O(so) > 0 for" some so E U~--olEj :=  E. 

In addition assume that at least one of the following compactness conditions on A is satisfied: 

(a) For every M > 0 and every fo E C(S)  with - M O  <_ fo <_ MO, there exists a sequence 
1 p k i - - 1  A m s [ g  "~ ki -~ oe such that the sequence ~ z-.s=0 m /J0j converges in the weak topology on 

C(S)  as i ~ oo. 

(b) For every M > 0 and for every fo E C(S)  such that - M O  < fo < MO, the norm 
closure of {AmJ(f0)IJ >- 1} is compact in the norm topology. 

(c) p(A) < 1, where p(A) denotes the essential spectral radius of A. 

Then it follows that there exist positive reals a and b and ]o E P such that aO < .fo <_ bO, 
d m ( s  = s  and AY(s  ~ s for 0 < j < m. 

P r o o f .  Let Y and �9 be as defined in Lemma 3.4 and let r 7 ! 1 be a positive real num- 
ber. By Lemma 3.2, there exist functions gj E Po, 0 < j < m, with g m =  90, such tha t  
gjlE3 = rgj-~lE~ for 1 _< j _< m and go(S) = 1 for all s C S. We define f~ = Ogj, so it 
remains true tha t  f j lE j  = r f j_~tE ~ for 1 _< j < m. By the continuity and posi t ivi ty  of the 
functions g5, there are numbers a > 0 and b > 0 such tha t  a <_ gj(s) <_ b for all s C S and 
for 0 _< j << m, and this implies that  aO <_ f j  <_ bO for 0 _< j _< m. 

Now define a set C c Y by 

C : = { ( f o ,  f a , ' " , f , ~ - l )  e Y l a O < _ f j < _ b O a n d f j t E j : r f j - l l F - , j f o r l < j < m }  (9) 
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Our convention is that  subscripts are taken modulo m, so f m =  f0 and fro-1 = f-1.  Our 
previous remarks show tha t  (f0, f l , ' " ,  L~-I)  E C, so C is nonempty. The reader can verify 
that  C is closed, bounded and convex. 

We next claim that  ~ (C)  C C. To see this, suppose that  f = (f0, f l , ' " ,  f ro- l )  E C 
and write O(f)  = (h0, h l . ' " , h , ~ - l ) ,  so hi = A(f~_x) for 0 < i < m -  1. We know tha t  
aO < fi-1 <_ bO for all i, so we have 

aA(O) = aO <_ A( f i_ , )  = hi <_ bA(O) = b8 

for 0 < i < m - 1. By assumption, (fi-1 - rfi-2)[Ei-1 = 0 for all i, so the defining proper ty  
of the sets E i implies tha t  

A(fi-1 - rfi-2)lEi = (hi - rhi- i ) lEi  = 0 

for all i. This proves tha t  ~ ( f )  E C, so tg(C) c C. 

If f = ( f 0 - f ~ . ' " , f m - 1 )  E C, we know tha t  aO <_ fo <_ bO ; so if condition (a) of 
Theorem 3.1 is satisfied, there exists a sequence ki -+ oc such tha t  Bk~ (fo), where Bk is given 
by eq. (6). A similar argument shows that  if condition (b) of Theorem 3.1 is satisfied, then 
condition (b) of Lemma 3.4 is satisfied. I t  follows tha t  if condition (a), (b) or (c) of theorem 
3.1 is satisfied, then the corresponding condition of Lemma 3.4 is satisfied, and thus Lemma 
3.4 implies tha t  �9 has a fixed point in C. 

Let (fo, ] ~ , ' - - ,  fm-~) E C denote a fixed point  of ~. The definition of ~5 implies 
that  Afi_i  = ]i for 1 < i < m (where fm := f0), so we see tha t  Am(f0) = ]0- We claim 
tha t  A ] o r  fo. Suppose, by way of contradiction, tha t  A]o = fo. Then we obtain that  
]i = A~(fo) = fo for all i. This implies that  (fi - r f i -1 ) lE i  = (1 - r)fotEi = 0 for all i; and 
since r r 1, we conclude tha t  fo]E~ = 0 for all i and fol E = 0. However, 0 _< aO(s) < fo(s) 
for all s, so OIE = 0 ; and this contradicts the assumption that  0(s0) > 0 for some So E E. 
I t  follows that  A(fo) # ]0 ; and because m is a prime, we conclude that  AJ(fo) r fo for 
0 < j < m. [::1 

R e m a r k  3.1. The above argument actually proves slightly more than is s tated.  Let hy- 
potheses and notat ion be as in Theorem 3.1. Let r be any positive real, r # 1, and k an 
integer with 0 < k < m -  t.  Then there exist positive reals a and b and 9o E C(S)  such tha t  
aO <_ 9o < bO, 9o is a periodic point  of A of minimal  per iod m, and AgolEk = rgolEk. 
R e m a r k  3.2. Theorems 2.1 and 3.1 imply, as a very special case, Corollary 1.1 of the 
Introduction. Observe that  Theorem 2.1 implies tha t  if A in Corollary 1.1 has a periodic 
point fo E Po(S) of minimal  period m (m a prime), then A(O) = 0 for some O E Po(S) and 
there exist sets Ej as in condition (2) of Theorem 2.1. If f E C(S)  and f ]Ej  = 0 , then, for 
all s E Ej  we have 

(A f ) ( s )  = J s - ~  f ( t )k ( s ,  t)p(dt)  = O. 

If k(so, to) > 0 for some (so, to) E Ej+I x E}  , w e  select an open neighborhood G of to with 

G c E} such that  k(So, t) > 0 for all t C G. There exists a nonnegative, continuous function 
f which is positive on O and equal to zero on Ej. Because we assume tha t  #(G) > 0 , this 
implies that  (Af)(so)  > 0 ,  which is a contradiction. Thus we must have tha t  k(s, t) = 0 for 
all (s,t) E U?:~I(Ej+~ x E]). 
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Conversely, suppose that  conditions (1) and (2) of Corollary 1.1 are satisfied. Then 
it is clear tha t  condit ions (1) and (2) of Theorem 2.1 are sat isf ied.  Also, A is compact ,  so 
p(A) = 0 < 1 ,  and Theorem 3.1 implies that  A has a periodic point fo �9 Po(S) of minimal  
period m. 

The argument in theorem 3.1 has l i t t le to do with the l inearity of A, and one can 
give a version of Theorem 3.1 for nonlinear operators.  Recall that  a map A : P (S )  --* P (S )  
is called "order-preserving" if A(x) < A(y) whenever 0 _< x _< y. The map A is called 
"homogeneous of degree one" if A(Ax) -- )~A(x) for all nonnegative reals A and all z E P(S) .  
If c : S x S -+ IR is a nonnegative, continuous map  and A : P (S )  ~ P (S )  is defined 
by (Ax)(s) = max{c(s,  t ) x ( t ) l t  �9 S},  then A provides an example of a continuous, order- 
preserving map which is homogeneous of degree one and takes bounded sets to sets with 
compact  closure. Such maps arise in many applications.  

If 0 E P(S )  and a and b are positive reals, we shall write 

[dO, bO] := { f  E C(S) IaO < f <_ bO}. 

T h e o r e m  3 . 1 A  Let m be a prime, S a compact Hausdorff space, and A : P ( S )  -+ P (S )  
an order-preserving map which is homogeneous of degree one. Define Q = I]i=0m-1 P(S)  and 
define ~ : Q ~ Q by ~(go, g~, '" ,g~-~)  = (ho, h~ ," ' ,  hm-G where hi = A(gi_~) and 
g-1 := gin-1. Assume that there exist real numbers a < 1 < b, 0 E P (S )and  compact, 
nonempty sets Ei c S, 0 < i < m, with Er,, = Eo, which have the following properties: 

um-I  E. (a) A(O) =O and O(so) > O for some so �9 E := i=0 ,- 

(b) I f  f and g are any two functions in C(S)  such that f �9 [aO, bO], g �9 [aO, bO] and 
f lEi  = glEi for some i, 0 < i < m, then Af lEi+ 1 = AglEi+ ~. 

(c) m-i ni=o Ei = O. 

(d) For any closed, nonempty, convex set G C I-iim=-o'[aO, bO] .such that r C G, q~ has a 
fixed point in G. 

Then A has a periodic point go E [dO, bO] of minimal period m. 

P r o o f .  Define N = r e ( m +  1)! and select r > 1 such tha t  a < r - u  < H v < b. Let G c Q be 
defined by 

G = { (fo, f l , ' " ,  frn-1) E Q laO < fj < bO and fjlEy = rf j -~lEj  for 1 _< j < rn}. 

We know by Lemma 3.2 tha t  there exist functions gj E Po(S), 0 <_ j < m, gm = go, with (1) 
r -N <_ gj(s) < r y for all s E S and for 0 < j < m and (2) gjlEj = rgj_l]Ej for 1 < j _< m. 

If we define f j  = Ogj, then (f0, f l , " ' , f , ~ - l )  E G, so G ~ 0. It is easy to see tha t  G i s  
closed and convex. Essentially the same argument  as in Theorem 3.1 shows tha t  (P(G) C G: 
the fact that  A is order-preserving and homogeneous of degree one and tha t  assumption (2) 
in Theorem 3.1A is satisfied suffice to replace posi t ivi ty  and l ineari ty of A in Theorem 3.1. 
By assumption (4) in the Theorem, (I) has a fixed point  f = (fo, f l , ' " ,  f ,~-l) E G. By the 
definition of (I) we see tha t  A(fi)  = f~+l for 0 < i < m - 1 and tha t  A'*(f0) = f0. Since m 
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is a prime, it follows that either A(fo) = fo or A'~(f0) = f0 but AJ(fo) r fo for 0 < j < m. 
If A(fo) = fo, then fj  = f0 for all j; and since f j ( s )  - rfj_~(s) = (1 - r)fo(s) = 0 for all 
s E Ej, fo(s) = 0 for all s c Ej and for all j .  It follows that f0(s) = 0 for all s E E. Since 
aO < fo, we conclude that O(s) = 0 for all s C E, which contradicts assumption (1) of the 
theorem. [] 

Theorem 3.1A can be applied to maps like Az(s)  = max{c(s, t ) x ( t ) l t  E S}.  We 
hope to pursue these and related nonlinear questions in a future paper. 

Theorem 3.1 provides sufficient conditions for the existence of a nonnegative periodic 
point of A of minimal period m. If one is only interested in the existence of a strictly positive 

periodic point of A of minimal period m, Theorems 2.1 and 3.1 can be combined to yield 
the following cleaner result. 

T h e o r e m  3.2 Let S be a compact, Hausdorff space, A : C(S)  --+ C(S)  a positive linear 
operator and m a prime number. Assume that A satisfies at least one of the following 
compactness conditions: 

1 2~=o1(Am~)(g) con- (a) For every g E C(S)  there exists a sequence k~ -+ oc such that U 
verges in the weak topology on C(S)  as i -+ ec. 

(b) For every g E C(S)  , the norm closure of {A'~J(g) : j >_ 1} is compact in the norm 
topology. 

(c) p(A) < 1 , where p(A) denotes the essential spectral radius of A. 

Then A has a periodic point fo C Po(S) of 'minimal period m if and only if the following two 
conditions are satisfied: 

(1) There exists 0 e Po(S) with A(O) = O. 

(2) There exist closed, proper, nonempty subsets Ej  C S , 0 <_ j <_ rn , with Em = Eo , 
such that (c~) A~-olEj = ~) .and (~) whenever f E C(S)  and f l E j  = 0 for some j with 
0 <_ j < m - 1 , it follows that A f l E j +  1 ~- O. 

Proof .  The necessity of these conditions follows from Theorem 2.1 and the sufficiency from 
Theorem 3.1. [] 

R e m a r k  3.3. Our motivation for introducing conditions (a) and (b) in Theorems 3.1 
and 3.2 instead of restricting attention to the much simpler assumption (condition (c)) that 
p(A) < 1 = r(A) comes from "Perron-Frobenius operators", which will be treated in Sections 
5 and 6. For Perron-Frobenius operators it is often the case that p(A) = r(A).  In the follow- 
ing work we shall prove some theorems which are applicable to Perron-Frobenius operators 
and which allow the verification of Condition (2) of Theorem 3.1 even when p(A) = r(A).  

The existence of 0 as in Theorem 3.1 or 3.2 is closely related to generalizations of 

the Krein-Rutman theorem and to the concept of irreducibility. If Y is a real Banaeh space, 
a closed, convex set K c Y is called a closed cone (with vertex at 0) if K N ( - K )  = {0} 
and AK C K for all A _> 0 . The cone is called "total" if the closed linear span of K 
equals }i. If L : Y -+ Y is a bounded linear operator, K is a total cone, L ( K )  C t f  



Nussbaum 57 

and p(L) < r(L) :--= r, then it is proved in [15] tha t  there exist y C K , y  7~ 0 and 
y* E K* := { f  E Y* I f ( z )  _> 0 for all z E K } ,  y* 7~ 0 , with n(y) = ry and n*(y*) = y* . 
The classical Kre in-Rutman theorem treats the case tha t  L is compact  (so p(L) = 0 ) and 
r(L) > 0. I fKo 7~ 0 ,  the operator  L is called "irreducible" if for every A > r and x E K - { 0 }  

, (~ _ L ) - I ( x )  = A-1 ~=0(A-1L)J (x )  E Ko. For cones with empty interior, a more general 
definition of irreducibil i ty is given in tile appendix  of [18]. It is easy to show that  if L is 
irreducible, r = r(L),  and L(y) = ry for some y E K - {0} ,  then y E Ko. 

In the context  of Theorem 3.1, if r(A)  = 1 and A is irreducible, we deduce that  
0 E Ko . However, the assumption tha t  A is irreducible is frequently too restrictive. To see 
this, suppose tha t  S is a compact,  Hausdorff space and that  A : C(S)  --+ C(S)  is a positive, 
bounded linear operator .  Suppose (compare condition (1) of Theorem 3.1) tha t  there exist 
closed, nonempty sets E3 C S ,  0 _< j _< m , with E m =  E0 , such that  if f ~ C(S)  and 
ZIEj = 0 then A.flE3+ I = 0 .  Define E = ~ = 0  ~ and note that  if f E C(S)  and f i e  O, 
then A f l E  = 0 .  I t  follows that  if f i  E = 0 ,  then A k ( f ) l E  = 0 for k >_ 0 ,  and so, for 
A > r(A) , we must  have tha t  ( M - A ) - I ( f ) I E  = 0 .  I f E  r S ,  there exists f E P ( S ) -  {0} 
such that  f [ E = O .  For this f w e h a v e  that  ( A l - A ) - l ( f ) i E = O f o r A  > r(A) , so A i s  
not irreducible. In part icular ,  if condition (1) of Theorem 3.1 holds and U~__o~Ej r S ,  then 
A is not irreducible. Furthermore, if m is a prime and the hypotheses of Theorem 2.1 are 
satisfied, then we have seen in Corollary 2.1 tha t  the sets Ei c a n  be chosen pairwise disjoint. 
It follows tha t  if A is irreducible and the hypotheses of Theorem 2.1 are satisfied with m 
a prime, then S = E is the union of m pairwise disjoint, closed nonempty sets, so S must  
have at least rn connected components. 

In view of the difficulties described above, it  seems useful to formalize the the role 
played, by the set E := um-lE5=0 3 in Theorem 3.1. First ,  however, it is convenient to prove the 
following lemma. 

L e m m a  3.5 Let Y and Z be Banach spaces and assume that 7r : Y --+ Z is a bounded linear 
map of Y onto Z. Suppose that A : Y --+ Y and B : Z --+ Z are bounded linear maps such 
that i?Tc = ~rA. Then it follows that r (B)  <_ r(A)  and p(B) < p(A). 

P r o o f .  Let Ilyl]l denote the norm on Y and I]zll2 denote the norm on Z. Similarly, if S C Y 
(respectively, S C Z ) let diam,(S)  (respectively, diam2(S) ) denote the d iameter  of S with 
respect to the norm on Y (respectively, with respect to the norm on Z).  We denote by a l  
(respectively, a2 ) the measure of noncompactness on Y (respectively, on Z).  Finally, for 
r > 0, we define B~(0) = {y E Y :  Ity]I1 < r} and V~(0) = {z E Z :  IIzll2 < r}. 

We claim tha t  7cAN = BJlr for a l l j  > 1. We know this is true f o r j  = 1. If the 
equation holds fbr some par t icular  j > 1, we obtain 

( l Y e ) / 1  = (~)J)(~/1)  = ( ~ ) J ) ( ~ )  = B j §  = ( ~ A J ) ( / i )  = ~ /1 j§  

and we conclude by induction that  7c/1 k --/)kTr for all k > 1. 

Because 7c is onto, the open mapping theorem implies that  there exists 5 > 0 such 
that  ~r(Bl(0)) D V~(0), so zc(Ba-, (0)) D VI(0). It follows that  

DJ(v~ (o)) c B~-(Ba-, (0)) = ~:dJ(Ba-, (o)). 
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We deduce f rom these inclusions t ha t  

II~)Jll2 = sup{llBJ(z)t]2 : z �9 Vl(0)} _< sup{ll(zcAJ)(y)lh : y �9 B6-~(0)} < I[~ll IIAJIII~ -1. 

It  follows t h a t  
1 ^ .  1 

r ( / ) )  = lira tl/~Jll~ < l i m  (5-1[Izcl[ ]IA~I]I); = r (A) .  
j "q 'OG 

It  remains  to prove tha t  p( / ) )  _< p(A).  If we can prove t ha t  there  exists  a cons tant  
C such t ha t  a2 ( / )  j )  _< Ca~(A y) for all j _> 1, then  the desired resul t  follows by t ak ing  j ~  
roots  and  t ak ing  l imi ts  as j -+ oc. I t  remains  to prove the existence of C. Suppose  T C Z 
and a2(T)  = d. Given e > 0, there  exist  sets  T1,T2,... ,T~ such t h a t  T = u~nITj and 
diam2(Tj) < d + e  for 1 _< j _< n. For each j ,  select zj �9 Tj and yj �9 Y with  ~r(yj) = zy. For 
each z �9 Tj we have IIz- zjll2 < d+c, so there  exists  y = Yzj �9 Y wi th  IlY-YjHI < 5-1(d+e) 
and 7r(y) = z. Define Sj :=  {yz,j : z �9 Tj}. By our  cons t ruc t ion  we have t h a t  ~r(Sj) = Tj 
and diam~(Sj) < 2 6 - 1 ( d +  c). I t  follows t h a t  

~(B~(Tj))  = a2(1)~(S~)) = ~(~A~(s;))  _< II~ll ~I(A~)~I(Sj) < II~ll ~(~i~)2~-~(d + ~)- 

We conclude t ha t  

a2 ( / )k (T) )  = max{a2(Bk(Tj)) : 1 <_ j <_ n} <_ H~r]l a~(Ak)(25-~) (d  + e ) .  

Since e > 0 was a rb i t ra ry ,  we have, t ak ing  C :=  (2~-~)ll~ll, 

Oz2(]) k (T) )  <: Cot 1 (/~k)o~2(T) , 

which implies  t ha t  a2( / )  k) _< C a l ( . 4  k) for k >_ 1. [] 
As an immed ia t e  consequence of L e m m a  3.5, we obta in  

L e m m a  3.6 Let S be a compact, Hausdorff space and A : C(S) -+ C(S) a positive linear 
operator. Let E be a closed, nonempty subset of S such that whenever 9 �9 C(S) and 
glE = 0 it follows that AglE = O. If f �9 C(E), select g �9 C(S) such that glE = f and 
define B :  C(E) -+ C(E) by 

B( f )  :=  A ( g ) l E .  (10) 

Then B is well-defined and B is a bounded linear operator such that IIBJll _< IIAJ[I for all 
j > 1, r(B) < r(A) and p(B) < p(A). 

P r o o f .  Define ~r : C(S) -+ C(E) by ~r(9 ) = glE, so 7r is a bounded  l inear  o p e r a t o r  of norm 
one. The  Tie tze  extension theorem implies  t h a t  ~- is onto; and  in fact,  given f �9 C(E), there  
exists  g �9 C(S) with  ~r(g) = f and such t h a t  for all s �9 S 

i n f f  _< g(s) <_ s u p f .  (11) 
E E 

To show t h a t  B is well-defined, note  t ha t  if ~r(gl) = 7r(g2), then (92 - gl)IE = 0, so A(g2 - 
9~)[E = 0, and  Agile  -= Ag2]E. The defini t ion of B also shows t ha t  BTr = 7rA, so L e m m a  
3.5 implies t h a t  r(A) > r(B) and p(A) >_ p(B). The  proof  of L e m m a  3.5 also shows t h a t  
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BJTr = 7rAJ for all j > 1. Given f �9 C(E) ,  choose g �9 C(S)  with lr(g ) = f and Ilfll = Ilgll 
It follows that  

IIBJ(Z)II = IIBY(~g)ll = II~rAJ(g)ll ~ II~ll IIAJll IIglI ~ IIAql IIfll, 

which implies that  IIBJ]I _< [IAJlI. [] 

Our next theorem is motivated by applications to Perron-Frobenius operators, for 
which the framework described below will be satisfied by taking Y to be a Banach space of 
HSlder continuous functions on a compact metric space (S, d) or a Banach space of analytic 
functions. 

T h e o r e m  3.3 Let S be a compact, Hausdorff space and let X denote the real Banach space 
C(S) .  Assume that (Y, []. I]z) is a real Banach space and that there exists a continuous, one- 
one linear map i : Y -+ X such that i (Y)  is a dense linear subspace of X .  Let L : X --+ X be a 
positive linear map and suppose that h : Y -+ Y is a bounded linear map such that iA = Li. 
Then we have r (h)  _> r(L),  and if p(A) < r(L),  r(L) = r(h) .  I f  P denotes P ( S )  and 
p(A) < r(L)  := r, then there exists y �9 i - l (P ) ,  y ~ O, with A(y) -- ry. I f  p(A) < r(L) = 1 
and if y �9 Y is such that {lliAk(y)ll : k > 0} is bounded, then the set {l[Ak(y)lly : k > 0} is 
bounded. I f  p(A) < r(L) = 1 and if there exists a constant C with I[Lk]l < C for all k > 1, 
then the following results hold: 

(a) For every y �9 Y and every ~ �9 • with ](] = 1, {~-k~k(y) : h > 0} has compact closure 
in the norm topology on (Y,  [I " IIz). Here ~z denotes the complezification of Y and 
the eomplexification of A. 

(b) For every x �9 X and every ~ �9 C with U = 1, {C-kL~(x) : k _> 0} has compact closure 
in the norm topology on on X .  Here X denotes the complexification of X and L the 
complexification of L. 

(c) I f~  � 9  I~[ = 1, and M = {y �9 YIA(Y)  = @} and g = {z  �9 ~YIL(x)  = Cx}, then M 
is a finite dimensional vector space and i (M)  = N.  Furthermore, N = {z  �9 .~ I (~I - 
; )~ (x )  = o for  some k >_ 1}. 

(d) For every y �9 Y and every ~ �9 C with 1~1 1, y~ := n -1 ~-1 = Ej=o ~-JAJ(y) converges 
in the I1" Hy topology to an element Qy(y)  �9 Y with A(Qy(y) )  = Qy(y) .  For every 

- 1  n - 1  - j  ~ " x �9 f (  and e v e r y ~ � 9  ]C[ = 1, x~ : = n  E j=0~  L3(x) converges in the norm 
topology on f (  to an element Q(x) with I ,(Q(x)) = Q(x). The maps Q : ,Y ~ f (  and 
Qy : Y --+ Y are bounded linear projections. 

P r o o f .  The assumption that i : Y -+ X is continuous implies that  there is a constant 6'2 
with ]liyll < C2[ly[]y for all y �9 Y. The assumption that i is one-one and iL = Ai implies 
that  if z C C is an eigenvalue of A with eigenvector w �9 Y, then z is also an eigenvalue of 
]- with eigenvector i(w) �9 X .  In particular, ap(~_), the point spectrum of A, is contained 
in ap(L). If B : Y -+ Y is a bounded linear operator, we shall write lIB[Is for its operator 
norm. 
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Let e r X denote the function identically equal to 1 and recall that  IlL=l] = [IL'~(e)ll 
for all n > 0. Because {x Ix > e} contains an open set set in X and i(Y) is dense in X, there 
exists y r Y with e _< i(y). Because L~(P) C P for n > 0, we see that  

o < L"(e) < L~(~(y)) : ~(A~(y)). 

Taking norms and recalling that i is continuous gives 

IIL~II = IIL=(e)II ~ IIL~(/(y))II = IleA=(y)II 5 IIr 

Taking n -th roots and letting n approach infinity we obtain 

r(L) = lim IlLnll�88 < ~i_+rn IIA=ll~ -- r'CA). 
~1---+ oO 

Let ~r(~_) and c~(/~) denote the spectrum oflTk and L, respectively. It is known that  p(i~_) = p(A) 
and r(/~) = r(L), so if p(A) < r(L), it follows from results in [12, 13] that  for every z E o(A) 
with Izl > p(A), z is an eigenvalue of A with finite algebraic multiplicity and with eigen- 
vector Wz E I >. It follows that if z E or(A) and Izl > p(a) ,  then z E a(L). We know that 
p(A) < r(L) <_ r (a) ,  so the above remarks imply that 

r(A) = sup{lz [ : z C a(A) and I~1 > p(A)) < ~(L). 

Thus, if p(A) < r(L), we have proved that r(A) = r(L). Note that  i-l(Po) C i-l(P), 
so the interior of i - l ( p )  in Y is nonempty, and one easily derives that  Y = (i-l(P)) - 
(i-~(P))). Because i is one-one, the reader can verify that i-~(P) is a closed cone in Y. If 
one now applies the generalization of the Krein-Rutman theorem in Remark 3,3 (see [15]) , 
one finds that  there exists y C i-l(P), y • 0, with A(y) = ry and r = r(L). 

Now assume that p(A) < r(L) = 1, so r(A) = 1. For any e > 0, the set 

is finite, so there exist reals /5 and 7 with p(A) < ~ < 1 < 7 such that  {z r r  = / 5 }  
contains no element of or(A). Let F s and Fs denote circles centered at the origin, oriented 
counterclockwise, and with radii/5 and 7 respectively. Define 

s 1 ; ( z - : ' )  -ldz" 
2rri , 

(In the previous equation i denotes ~ - 1 ,  of course.) Because p(A) < r(A), it follows from 
standard facts about the functional calculus for bounded linear operators that P : I / - ~  I / i s  
a bounded linear operator with P(Y) C Y, p2 = p, p is a projection with finite dimensional 

range, AP  = PA and 
~(X(f  - P))  = {z e ~(X) : Izl _</5}. 

Using this equation we see that r(A(I - P))  </5,  so there is a constant 6'2 such that for all 
positive integers k we have 

t l ( i ( I  - P))~IIf  = tlAk( I - *')lie -< c ~  ~- 
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Any one-one linear map from a finite dimensional, Hausdorff topological space onto another 
finite dimensional, Hausdorff topological space is known to be a homeomorphism. Applying 
this theorem to the one-one linear map i lP(Y) : (P(Y),  [1-I]Y) -+ (iP(Y),  [[. If), we see that  
there exist positive constants Ca and C4 such that  

Ca[[iPyll <_ [IPyI[Y _< C4lliPyll 

for all y r Y. Since ~ k p  = ~kp2 = p~kp,  [kk maps P(Y)  into itself, and we obtain 

II?'~k(PY) IIY ~ C~ Ifi~ k(Py)[I. 

Now suppose that  y e I ~r is such that {I]iAk(y)[[ : k _> 0} is bounded. Because we 
have 

i A k ( y )  - i X k ( i  _ P ) ( y )  = i X k P ( y ) ,  

and because we have proved that  {ll3.k(I - P)(Y)Hv : k > 1} is bounded, we conclude 
that  {lti~kk(Py)lt : k > 0} is bounded. It follows from our previous remarks that  the set 
{llAe(Py)llv : k > 0} is bounded, so we conclude that {Hs : k > 0} is bounded. 

For the remainder of the proof we assume that p(A) < r(L) = 1 and that there 
exists a constant C with IILkl[ < C for all k > 0. The assumption that  [[LkH < C implies 
that {l[Lk(iy)][ : k > 0} is bounded for every y r 12, so our previous results imply that  
{Hs : k > 0} is bounded for every y c 1). We now claim that  for every y C }-z and 
every ~ C C with I~] = 1 the set {C-ks : k > 0} has compact closure in the norm 
topology on (1), ]1' [Iv). If $1 and $2 are sets in X, recall that  $1 + $2 :=  {x~ + z2 : :ci E Si} 
and note that  

{C-~?~(y) : k _> 0} C Sl + S~, (t2) 

where we define S~ := {~-kXk( I - -P)y  : k >_ 0} and $2 := {~-kXk(Py) : k > 0}. Our 
previous results imply that IIr - P)YIb" ~ O, so, denoting the measure of noncom- 
pactness in (I), I1 liND by &v, we have that  &y(S~) = 0. We also know that  $2 is bounded 
in (1), H' Hg) and that  S~ is a subset of p(12), which is a finite dimensional vector subspace 
of Y, so we conclude that &y(S2) = 0. Equation (12) now implies that  

(~y((r : k ~ 0}) ~ {:~y(S1) -~ (:~Y(S2) = 0, 

so {(-kZ~k(y) : k >_ 0} has compact closure in (1), l[" HY). 
We next select z C 2 and ( ~ e ,  Ir = 1. We must prove that  {(-kLk(x) : k > 0} 

has compact closure in 2~ for every x E 2~. Given 5 > 0 and T C A*, let 

N ~ ( T ) = { z e . ~  : i n f [ l z - w l [ < 5 } .  
wET 

Select e > 0. Since Y is dense in X,  there exists y r 12 with I[i(Y) - xl[ < e. We have 
proved that  T1, the norm closure of {C-kAk(y) : k _> 0} in 0 >, [l" IIY) is compact, and 
since i : Y -+ X is continuous, T :=  i(T1) is compact in X. If & denotes the measure of 
noncompactness on ~:~, it follows that  

0 = &(T) _> a({r : k _> 0}) _> O. 
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Because II(-kLk(x) -- C-kLk(iy)ll < Clly - x]l < Ce for all k _> 0, we have 

{(-kLk(x) - k >_ 0} C Nc~(T), 

so properties of the measure of noncompactness imply that 

&({(-k;k(x)  : k _> 0}) _< 2Ce. 

Since e > 0 was arbitrary, we conclude that  {(-k/~k(X) : k > 0} has compact closure in X. 
It remains to prove statements (c) and (d) of the theorem. We know (for I(I = 1 ) 

that  p(A) = p(A) = p( ( -*a)  and r(L) = r(/o) = r ( ( -1L) ,  so our assumptions and previous 
results imply that p((-*~_) < r((-~A).  The fact that  M is finite dimensional now follows 
immediately from properties of the essential spectrum: see [12, 13]. We have proved that 
there exists a constant 6"5 with IIAkllr _< Cs for all k > 0. We have also proved that  for 
every y 6 1~" and every ( C e with ICI = 1, {r : k >_ 0} has compact closure in ]>, 
so Mazur's theorem implies that the closure of the convex hull of { ( - ~ k ( y )  : k _> 0} is 

--i ~-I - k  ~k compact in 17". It follows that for every y C Y, the sequence Yk :=  k ~j=0 ~ A (y) has 

a subsequence which converges in the norm topology on Y. We have thus proved that  the 
hypotheses of the mean ergodic theorem are satisfied, so for every y C ?',  (Yk) converges in 
the norm topology on !) to a fixed point u := Qy(y)  of A, and Qy satisfies the properties in 
statement (d). For every x E 2 and ~ as above, {r : k _> 0} has compact closure 
in 2 and IILkll _< c for all k > 0, so the same argument shows that  for every x E 2 ,  the 
sequence xk := k -1 k-~ ~j=0 C-JLJ(x) converges in the norm topology on 2 to a fixed point 

v = Q(x) of L, and Q is a bounded linear projection of X into itself. 
Let m = dim(M) .  As we have already noted, i (M)  C N, and since i is one-one, this 

implies that m _< dim(N) .  If i (M)  r N,  there must exist a set of m + 1 linearly independent 
vectors x i C N, 1 < j _< m + 1. A simple argument, which we leave to the reader, shows 
that  there exists 6 > 0 such that i f{{ j  : 1 _< j _< r e + l }  is any set o f m + . l  vectors 
in 2 with IIzj  - ~jll < 6 for 1 < j < m + 1, then {(j : 1 _< j <__ m + 1} is a linearly 
independent set of vectors. Take e > 0 with Ce < 5 and, using the density of i (Y) ,  select 
yj E Y, 1 _< j _< m + 1, with I I i (y j )  - x j l l  < e fo r  t < j < m + 1. By our previous remarks, 
there exist uj E M, I <_ j < m + 1, such that 

k - 1  

lim Ilk-* 2__, ~yj) - ujlly 0. 
8 = 0  

However, if we define Sk : 12 -+ 12 by Sk(y) = k - 1  Y~'s=Ok-1 r (y) and Tk : 2 -+ 2 by 
G ( z )  = I <  :L k - 1  ~ = 0  ; -~ /~(z)  and if we recall ~-~L(xj)  = xj ,  we see that  

k - 1  

lli(Sk(Yj)) - xjt ] = ]tTk(i(ya) - zj)l] < k -1 ~ ]ln'H]li(yj) - xyll < Ce. 
8 = 0  

Taking limits as k -+ 0% we find that  H i ( u j )  - -  z j][  _< Ce < 5 for 1 < j < m + 1, so our 
selection of 5 implies that  {i(uj) : 1 < j < m + 1} is a linearly independent set of m + 1 
vectors in N, which (recalling that  i is one-one) contradicts d i m ( M )  = m. Thus we must 
have d i m ( M )  = d im(N)  and i (M)  = N.  



Nussbaum 63 

We still must prove that  N = {x E X : there exists k > 1 with (CI - L)k(x) = 0}. 
Suppose not, so ( I  - ( -1Z)k(x)  = 0 for some k _> 2 and ( I  - ( -1L)k-*(x)  ~ 0. By replacing 
x by y := ( I  - ( -*Z)k-2(x) ,  we can assume tha t  k = 2. We write Yl := ( I  - C-1L)(y) # 0 
and B = ( -1L .  Assume, by way of induction, that  BJ(y)  = y - JYl, which is true for j = 1. 
Since B ( y )  = y - y~ and B y ,  = y~, we derive from BJ(y)  = y - j y ,  tha t  

u , + l ( y )  = B ( y )  - j >  = y - ( j  + 1 ) >  

and we conclude by induction tha t  Bk(y )  = y - kyl for all k _> 1. However, this contradicts  
the assumption tha t  IIBJll < C for all j > 1. [] 

Some general comments about  Theorem 3.3 may be in order. Recall that  if Z is 
a complex Banach space and B : Z --+ Z is a bounded linear map  with eigenvalue o~, then 
the the geometric mult ipl ici ty of a is the dimension of {z C Z : ( a I  - B)(z)  = 0} and the 
algebraic mult ipl ici ty of c~ is the dimension of {z E Z : (ceI - B )k ( z )  = 0for some k > 1}. 
Par t  (e) of Theorem 3.3 asserts tha t  L has finitely many eigenvalues o~ with la I = 1 and 
tha t  each such eigenvalue has finite algebraic mult ipl ici ty equal to its geometric multiplicity. 
Nevertheless, it  may happen tha t  a (L)  = {z E• : Izl < 1}: see the example at  the beginning 
of Section 5. 

The assumption that  L is positive in Theorem 3.3 plays a l imited role. Assume 
tha t  X ,  Y, and i are as in Theorem 3.3. Assume that  A : Y --+ Y and L : X -+ X 
are bounded linear operators with iA  = Li. Suppose tha t  p(A) < r(L)  and tha t  the set 
{[ILk[I : k > 0} is bounded. Then the same argument given in the proof of Theorem 3.3 
shows tha t  r (L)  >_ r(A). If r (L)  = 1 = r(A),  the same argument  as in Theorem 3.3 Shows 
that  s ta tements  (a)-(d) of Theorem 3.3 are satisfied. 

R e m a r k  3.4. The assumption tha t  {I]Lk]] : k > 0} is bounded plays an impor tant  role 
in Theorem 3.3. If L : C ( S )  -4 C ( S )  is a positive, bounded linear operator ,  and if L(O) = 0 
for some 0 E Po, then it is known tha t  r (L)  = 1 and tha t  {]]Lk]] : k _> 0} is bounded. To 
see this, let # = min{0(s) : s E S} > 0 and note tha t  for f C X :=  C ( S )  with ]]f][ < 1 we 
have - # - i t )  < f _< #-10. It follows tha t  

- # - ~ A e ( ~ )  = - # - ~ e  <<_ A k ( f )  < #-~8 = # -~Ak(e )  

for all k > 0, which implies that  IIAkll < p-lllOII for all k > 0. However, one can easily see, 
even for 2 x 2 matrices, that  the conditions r (A)  = 1 and I[Ak!l < C < oo for all k > 0 may 
be satisfied even though A has no fixed point  in Po. 

R e m a r k  3.5. Let assumptions and notat ion be as in Theorem 3.3. (In part icular  we are 
assuming tha t  p(A) < r(L)  = 1 and tha t  {llLk][ : k > 0} is bounded.)  Assume also tha t  
1 is the only eigenvalue of A of absolute value one. We claim that ,  for every x C X ,  Lk(x )  
converges to a fixed point of L as k --+ co. 

In order to prove this assertion, first note that  the above hypotheses imply tha t  
there exis t /3  < 1 and 7 > 1 such tha t  1 is the only element z of a(A) wi th/5  _< Izl < 7. 
If P is defined as in the proof of Theorem 3.3, it follows from propert ies  of the functional 
calculus for linear operators and from sta tement  (c) of Theorem 3.3 tha t  P is a project ion 
with finite dimensional range M :=  {y e Y IA(y) = y}. If  y E Y, the proof of Theorem 3.3 
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shows that ] [ A k ( / -  P)YIIY --+ 0, so 

lim IIX~(y) - P(Y)IIY = l i m  I l A k ( P y )  - PYIlY = I I P y  - P Y [ I Y  = O. 
k-+oe k-+eo 

If x E X, we claim that  (Lkx [k > 1) converges in the norm topology to a fixed point  Q(x) 
of L, where Q is the projection in s ta tement  (d) of Theorem 3.3. By using s ta tements  (c) 
and (d) of Theorem 3.3, it suffices to prove that  (Lk (x ) [k  >_ 1) is a Cauchy sequence in X.  
For x E X and e > 0, there exists y C Y with ]ix - i(y)ll < e. I t  follows that  

[ILk(x) - Le(i(Y))I1 = [ILk(z) - i(Ak(Y))[] -< Ce. 

Also, we know that  

tli(Ak(Y)) - iP(y)II <- I[iI[IIAk(Y) - P(Y)llY --+ O. 

Using these inequalities, we conclude that  for all k sufficiently large, [ILk(x) - i P ( y ) I ]  < (C + 
1)e, which proves that  (Lk(x) : k > 1) is a Cauchy sequence and completes the proof. 

If, in the notat ion of Theorem 3.3, p(A) < r(L) = 1, Theorem 3.3 asserts that  there 
exists 0 E P n 1I, 0 r 0, with L(O) = 0. However, if A = L and if Ej,  0 < j _< m, are as in 
Theorem 3.1, we do not have a completely satisfactory answer to the question of whether 
O(so) > 0 for some So E E := U~_~tEj. Our next theorem will address this question, but  first 
we need to recall some general results from the theory of positive linear operators.  

If K is a closed cone in a real Banach space Y, K is called "normal" if there exists a 
constant  M such that  whenever x E K, y E K, and y - x E K it follows that  [IxH _< MIIyII.  
The cone K is "generating" or "reproducing" if Y = {u - v : u, v E K } ,  and K is "total" 
if Y is the closed linear span of K.  If K is normal and generating in Y and L : Y --+ Y 
is a bounded linear map with L(K)  C K, then r(L) C a(L).  See [3, 17] or the appendix  
of [19] for a proof. Surprisingly (see [20] and [16] ), this theorem is false in general if one 
only assumes that  K is total  or generating, even if Y is a Hilbert  space and L is a normal 
operator .  

T h e o r e m  3.4 Let S be a compact, Hausdorff space and let A : X := C(S)  -+ X be a positive 
linear operator. Assume (~): For every f C X,  {A'~(f) : n > 0} has compact closure in the 
norm topology on X .  (Note that Theorem ,2.3 gives conditions which insure that (*) holds.) 
Assume that E C S is a compact, nonempty set such that whenever f i e  = 0 it follows that 
A f i E  = O. Let B : C(E)  --+ C(E)  be defined as in Lemma 3.6 and assume that r (B)  = 1. 
Then there exists 0 G P(S)  such that A(O) = 0 and O(so) > 0 for some So E E. 

P r o o f .  Define ~r : C(S)  --+ C(E)  by lr(h) = hiE. Because Cf := {A'~(f) : n > 0} is 
compact  for each f E X, C S is bounded,  and the uniform boundedness principle implies that  
there exists M such that  ]lAnII < M for all n > 1. Lemma 3.6 implies tha t  IIBn[I < ]IA~]I < M 
for all n > 1, so we have r(B)  < r(A) < 1. On the other hand, we assume that  r(B)  = 1, so 
r(A) = r(B)  : 1. Let e E X denote the function identically equal to one and let el = ~(e). 
Notice that  P(E)  is a normal generating cone in C(E)  and B ( P ( E ) )  C P(E) ,  so our previous 
remarks imply that  r(B)  1 E a (B) .  If we define B~ 1 n-1 = = ~ ~/=o BJ, the spectral mapping 
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theorem implies that 1 E cr(B~). Since B~(P(E) )  C P ( E )  and IILll = IlL(el)i[ for any 
bounded, positive linear operator L : C(E)  ~ C(E) ,  we conclude that  for all n _> 0 

1 <_ r(B=) < IlSnll --< I[B=(el)ll. 
We now claim that B satisfies the hypotheses of the mean ergodie theorem. If 

g E C(E)  and 7r(f) = 9, we know from Lemma 3.6 that  {Bn(g) : n > 0} C rr(C/). Since 

Cf is compact and zc is continuous, {B~(9) : n _> 0} has compact closure in the norm 
topology; and Mazur's theorem implies Ud{B~'g : n >_ 0} is compact. It follows that for any 

9 E C(E) ,  the sequence (Bn(g) : n _> 0) has a convergent subsequence. We also know that  
{IIB~II  = ~ _> 0} is bounded, so the mean ergodic theorem implies that  there exists v E C ( E )  
such that  NB~(el) - vii -+ 0 as n --+ oo and B(v)  = v. Because IlB~(el)l[ _> 1 for all n and 
B n(P(E) )  C P(E) ,  we see that  II~ll _> 1 and v E P(E) .  

Select u E P(S)  with 7r(u) = v (where B(v)  = v) and define A~ = nl ~j=O~-I X .  
The same argument given above shows that the hypotheses of the mean ergodic theorem are 

also satisfied by A, so there exists w E P(S )  such that  liAr(u) - wll --+ 0 as n -+ oo and 
d(w)  = w. Since 7c(A,~(u)) = B~(v) = v, re(w) = v and w := 0 satisfies the claims of the 
theorem. [] 

R e m a r k  3.6. Under the hypotheses of Theorem 3.4, one can see that there is fixed point 

w E P(S )  of A with l imn-+oo  I l d n ( e )  - w]] = 0. It follow that  if A(~b) = r r E P(S )  and 

IIr = 1, then r _< w. For we have r = An(~b) < An(e), and A,~(e) converges to w. Thus w 
is a "dominant" fixed point of A in P(S) .  

R e m a r k  3.7. Assume all the hypotheses of Theorem 3.4 except condition (*). It can 
then easily happen that  B has a nonzero fixed point in P ( E ) ,  but A does not have a fixed 

point 0 with O(so) > 0 for some So E E. To see this, let S = {1, 2} with the topology 
inherited from IR. Identify C(S)  with ]R 2 in the obvious way and define A : C(S)  ~ C(S)  

by d ( ( x l , x e ) )  = (x~,x~+x2) .  I f E  = {1} and f i  E = 0 (so f = (0, x2)), then A f l E  = 0. The 
map B has nonzero fixed points in P(E) ,  but if x~ 7 ~ 0, (Xl, x2) cannot be a fixed point of 
A. 

A more interesting example is provided by a special case of a "Perron-Frobenius" 
type of operator. Let S = [0, �89 E = {0} and define A :  C(S)  --+ C(S)  by 

(Au)(t) = b(t)u(ct), 

where 0 < c < 1, b(t) := 1 - (ln(t)) -1 for 0 < t < �89 and b(0) = 1. One can prove that  A 
is a positive linear operator. If f i e  = 0, then we have A f i E  = 0; and if B is defined as in 

Lemma 3.6 and 01(0) = 1, then B(OI) = 0~. One can prove that  limk-.oo [IAk]l = oo and that  
r(A) = 1, so r(A) = r(B)  = 1. However, one can also prove that  if u E C(S)  and A(u) = u, 
then u(0) = 0. If ~ - [~, r �89 -+ IR is anv. continuous function such that  b(5)~(~)1 ~ = r189 one 

can prove that r has a unique extension to a function u E C(S)  with Au=u.  This implies 
(contrast Theorem 3.3) that {u E C(S)  : u = Au} is infinite dimensional. 

Until now we have restricted ourselves to the case of periodic points of prime period. 
However, the general case can be reduced to the case of prime periods. 

L e m m a  3.7 Let Y be a Banach space and B : Y -+ Y a bounded linear map. Assume that 
u is a periodic point of t3 of minimal period ml and v is a periodic point of B of minimal 
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period m2 and let m = l cm(ml ,m2)  denote the least common multiple of ml  and m2. There 
exist  real numbers a >_ 0 and/3 >_ 0 such that w := au +/3v  is a periodic point of B of 
minimal  period m.  

P r o o f .  I f m l  is a divisor of m2, we take w = v; and if m2 is a divisor of ml ,  we take w = u. 
Thus we can assume that  m > ml  and m > m2. Obviously, Am(w) = w for any a > 0 
and /3  > 0. For definiteness, we take /3  = 1, so w = a u  + v. For 1 _< j < m we know that  
AJ(u) = u if and only i f j  -- 0 (modred). Thus there exists 5 > 0 such that  I tX(u)  - ull _> d 
for all j such that  1 < j _ m and j is not divisible by ml .  Select a > 0 so that  

oL5 > sup{llAJ(v) - vii : 1 < j _< m, j is not divisible by ml}.  

For this choice of a it follows tha t  aAJ(u)  + AJ(v) r au  + v for all j such that  1 _< j < m 
and j is not divisible by ml .  If aAJ(u)  + AJ(v) = au + v and 1 _< j _< m, it follows tha t  
j -- m (modml ) ,  and we have AJ(v) = v. However, the la t ter  equation implies tha t  j is 
divisible by m2. Since j is divisible by ml  and m2, we must  have j _> m. It  follows tha t  for 
our choice of a ,  w is a periodic point of A of minimal per iod m. [] 

Our next lemma casts Lemma 3.7 in a form which will be more directly useful. 

L e m m a  3.8 Let Y be a Banach space and B : Y --+ Y a bounded linear map. Suppose that 
y l  k aj m = l l j=lPi  , where pj, 1 <_ j <_ k, are distinct prime numbers and ay, 1 < j <_ k, are 

positive integers. Assume that for  each j ,  1 < j < k, there exists a periodic point uy of B 
aj 

of minimal period uj, where pj is a divisor of uj and uj is a divisor of re. Then there exist 

nonnegative reals cj, 1 <_ j <_ k, such that w = ~ ]= I  cjuj  is a periodic point of  B of  minimal  
period m. 

P r o o f .  We know tha t  u~ :=  w~ is a periodic point  of B of minimal  period ul. For 
1 <_ s < k, assume that  we have found nonnegative constants  7j,~, 1 < j < s, such t h a t  
w8 := E~=I 7j,suj is a periodic point of B of minimal period lcrn({uj : 1 < j < s}). By using 
Lemma 3.7 we see that  there are nonnegative reals a and/3  such that  w8+1 := aw~ +/3u~+i 
is a periodic point of B of minimal  per iod lcm({uj  : 1 < j < k + 1}). Continuing in this 

k way we eventually obtain wk :=  ~ j = l  cjuj,  where cj > O, for 1 < j _< k, and w has minimal  
period lcm({uj : 1 < j <_ k}) := m~. Since p].~ is a divisor of uj and uj is a divisor of m, 
I n  = m l .  [ ]  

We can now reduce the question of existence of a periodic point of period m to the 
question of existence of various periodic points of prime periods. 

T h e o r e m  3.5 Let Y be a real Banach space, C a convex subset of  Y and A : Y ~ Y a 
bounded linear map with A(C)  C C. Let m = I-I~=l p ~ ,  where pj, 1 < j <_ k, are distinct 
prime8 and a2, 1 < j < k, are positive integers, and define #j  = mpj  1 and Bj  = A'~. Then 

A has a periodic point fo E C of minimal period m i f  and only if B j  has a periodic point 
vj E C of minimal period pj for  1 < j < k. 

P r o o f .  Suppose first that  there exists a periodic point f0 C C of A of minimal period m. 
It  follows that  B j ( f o )  = A'J( fo)  7 ~ fo and that  B~J(f0) = Am(fo) = f0. Since pj is a prime, 
this shows that  f0 E C is a periodic point of By of minimal  period pj for 1 < j < k. 
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Conversely, suppose tha t  for each j ,  1 <_ j <_ k, there exists a periodic point  
vj �9 C of Bj of minimal  period pj. I t  follows that  Am(vj)  = B p~(vj) = vj. If uj denotes 
the minimal  period of vj as a periodic point of A, it  follows tha t  ~j is a divisor of m; but  
because B j ( v j )  -= A uj (vj) ~ vj, uj is not a divisor of #j.  These two facts imply tha t  p~J is 
a divisor of uj and z,j is a divisor of m. Lemma 3.8 now implies that  there are nonnegative 

k reals cj, 1 < j _< k, such tha t  w = ~j=l  cjvj is a periodic point  of A of minimal period m. 
Because we must have cj > 0 for some j, we see tha t  ( ~ = 1  Q) - l w  := ga �9 C and @ is a 
periodic point of A of minimal  period m. [] 

If A : C(S)  := Y --> Y is a positive linear opera tor  and the maps Bj are as in 
Theorem 3.5, then Theorem 3.5 reduces the question of whether A has a periodic point  in 
Po(S) or P ( S )  of minimal  period m to the corresponding question of whether, for 1 < j < k, 
the positive linear operator  Bj has a periodic point in Po(S) or P ( S )  of minimal  period Pa. 
Since pj is a prime, the la t ter  question can be addressed with the aid of Theorems 3.1-3.4. 

If Y is a real Banach space, recall tha t  Y denotes the complexification of Y and 
tha t  for a bounded linear operator  B : Y --+ Y,  B denotes the complexification of B. We 
write a(B)  = a(B)  and we call any eigenvalue of B an eigenvalue of B. 

There is clearly a close connection between existence of certain periodic points of B 
and existence of certain eigenvalues. For reasons of length, we omit  the proof of the following 
simple theorem. 

T h e o r e m  3.6 Let Y be a real Banch space and B : Y -+ Y a bounded linear map. Assume 
that go �9 Y is a periodic point of B of minimal period m k ~j = ]-]j=lPj , where pj, 1 < j < k, 

m are distinct prime numbers and cej, 1 < j <_ k, are positive integers. Define u 2 = p~. Then, 

for 1 <_ j <_ k, B has an eigenvalue ~ �9 (~ such that A~ = 1 and ffj~ • 1. Conversely, let m 
and uj be as above and let B : Y ~ Y be a bounded linear map. Suppose that, for i <_ j <_ k, 
B has an eigenvalue ;~j C • such that ) ~  = 1 and ;~.~ ~ 1. Then B has a periodic point 
ho �9 Y of minimal period m. 

4 Periodic Points of the Adjoint Operator 

Given a real Banach space Y, Y* will denote the dual space of continuous, real-linear func- 
tions, # : Y --+ IR; and if B : Y --+ Y is a bounded linear map,  B* will denote the Banach 
space adjoint of B. If S is a compact,  Hausdorff space and X = C(S) ,  recall tha t  X* is 
l inearly isometric to the Banach space of signed, regular Borel measures on S. If A : X -+ X 
is a bounded, positive linear operator ,  it is natural ,  in view of applications to invariant mea- 
sures, to ask whether A* has a positive periodic point  # of minimal  period m. Here p is 
called "positive" if 

e P* :=  {u �9 X* : u ( f )  > 0 V f  �9 P (S )} .  

Alternately,  P*(S) is the set of nonnegative, regular Borel measures on S. Wi th  the aid 
of Theorems 3.1-3.5, one can give conditions which insure tha t  A* has a positive periodic 
point,  but  these conditions involve unnecessary hypotheses. Thus we choose to argue more 
directly. 
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T h e o r e m  4.1 Let S be a compact, Hausdorff .space, A : X := C(S) --+ X be a positive, 
bounded, linear operator and m be a prime number. Assume that Ej, 0 < j <_ m, are 
compact, nonempty subsets of S with E m =  Eo such that (a) N?=olEN = 0 and (b) for 

i l rn - -1]~  0_< j _< m - l ,  if f C X and f[Ej  = 0, then Af[Ej+l = O. Let ~j=o y = E and define 

B : C(E) -~ C(E) as in Lemma S.6, so ~ ( f )  = A ( i ) f z ,  where / e X and f i e  = f. 
Assume that there exists M > 0 such that ]]B~H < M for all n >_ 0 and that there exists 
0 C P ( E ) - { O }  withB(O) = O. Then there existslJo ~ P*(S),Uo ~ 0, such that ~o is a 
periodic point of A* of minimal period m. 

P r o o f .  Suppose that we can prove that there exists u C P*(E) with B*(u) r u and 
(B*)m(u) = u. Because m is a prime, this will imply that  u is a periodic point of B* of 
minimal period m. We know that u is a regular Borel measure on E, and we can associate 
a regular Borel measure ~ on S by defining ~(F) := u(F n E) for every Borel subset F of S. 
We claim that (A*)'~(~)) = ~ and A*(~) r ~, so ~ is a periodic point of A* of minimal period 
m. For At C X* and f C X, we shall often write (#, f )  instead of At(f). We have, for f E X 
and f = f iE ,  that  

It follows that ((A*)'~(5),f) = (~ , f )  for all f r X, so (A*)'~(#) = ~. Also, because 
B*(,)  :~ ,,  there exists f e C(E) with (B*(u), f )  ~ (u, f) .  If we select f e X with f i e  = f ,  
it follows that (d*(~),fi) r (D,f) and A*(D) r $. 

The above remarks show that we may as well work With B from the begining and 
assume that E = S. 

We shall now use the idea of Theorem 3.1. We shall construct a closed, bounded 
convex set D~,b and a bounded linear map which takes the set Do,~ into itself and whose fixed 
points in D~,b give periodic points of B* of minimal period m. For F C E, let P' = E -  F, the 
complement o f f  in E. Fix a number r, 0 < r < 1, and let a and b be positive numbers which 
will be selected more precisely later. Let Y m-1 = I-[i=o C(E),  the Banach space of ordered m- 
tuples f (f0, f l ,  ", f,~-l) of elements of C(E). Let Z m-1 . . . .  Hi=o C(E)* denote the Banach 
space of ordered m-tnpIes At = (At0, At~, '- ' ,#m-~) of elements of C(E)*. Recall that  Z is 
naturally identified with Y* by allowing p to act on f by 

m--1 

(At, f)  := ~ (Ati, fi). 
i=0  

We define a closed, bounded, convex set Do,b C Y* by 

D~,~ = {(Ato,'" ,At~-~) IV j  VSorel sets r C E~, a _< (Atj, 0) _< b and ~3(r) = rAt3_~(r)}. 

As usual, indices are written modulo m, so #m = #0- The condition that #j(F) = rAtj_z(P) 
for all Borel sets P C/~} is equivalent to assuming that (Atj - rAtj_~, f j)  = 0 for all f j  E C(Z)  
such that  f j lEj  = O. 

Define B :  Y --+ Y by B((fo, f l , "  ", f.~-i)) = (go,gl," "" ,grn-I), where 9i ~ -  B(f/_i)  
for 1 < i < m. Similarly, define 13" : Y* -+ Y* by B*((Ato, Atl,-- ",Atm-~)) = (Vo, ~q,""", v-~-t), 
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where Pi = B*(>~.+~) for 0 < i < m -  1. Under  the prev ious ly  men t ioned  ident i f ica t ion of Y* 
with  Z,  the  reader  can verify t h a t  13" is the Banach space ad jo in t  of/3.  

Argu ing  as in Th eo rem 3.1, the reader  can verify t h a t  B*(Da,b) C D~,b. The  p rob lem 
is to  prove t h a t  D~,b is nonempty .  Suppose  we can prove t h a t  for some choice of posi t ive  
reals  a and b, D=,b # ~. Select  # = ( /~0,#1, ' " '  , # ~ - 1 )  E Da,b and define #k E D~,b by 

k - 1  

We know tha t  there  exists  a cons tan t  M such tha t  []Bml[ < M for all m > 0; so if  we define 
the  no rm on Y by 

llfo, f l , ' " , f m - l l l  = m a x { l l f d l  : 1 < i < m -  1}, 

we see t ha t  Ilsmll = I]Smll = I[(s*)mll and II(s*)m[I < M for all ra > 0. I t  follows t h a t  
(#k : h > 1) is bo u n d ed  in Y*, and the Banach-Alaog lu  theorem implies  t h a t  there  exis ts  
a subsequenee (#~) ,  ki --+ oo, such t ha t  #k~ converges in the  weak s tar  (w*) t opo logy  to t,, 
# ~  --" u. Notice  t h a t  by our  const ruct ion ,  Da,b is the  in tersec t ion  of w* closed sets, so Da,b 
is w* closed and u C Da,b. We have t ha t  

11/3"(  = 0, 

so/3,(#k~) ~ u. It follows t h a t  for any f E Y, 

l im (/3,(#k~), f )  = (u, f )  = l im (#k~,/3(f)) = (u,/3f). 
i - - ~ o o  " i - - 4 o o  

This  implies  t ha t  (/3*(u), f )  = (u, f )  for all f E Y, so /3*(u) = u. If u = (Uo, u l , . . . ,  urn-l)  
and  /3*(u) = u, we easi ly see t h a t  B*(ui) = ui-1 for 1 _< i _< m, and this  impl ies  t h a t  
(B*)~(Uo) = u0. If B*(u0) = u0, a ca lcula t ion shows t h a t  uo = uj for 0 _< j _< m - 1. Since 
(z,~ - ruj_l)(f)  = 0 for all  f E C(E) such t ha t  flEy = 0, i t  follows t ha t  (1 - r)~o(f) = 0 
for all f E C(E) such t h a t  f lEj  = 0, i.e., u0(f)  = 0 for all  f E C(E) such t h a t  flE~ = O. 

= (Nm-IE'~' : E, {/?7] : 0 < j < m- Because E~ is open in E and  m-1 , 1} is an ' ( u s = 0  , : 0  , ,  _ _ 

open covering of E and there  exists  a pa r t i t i on  of un i ty  {%b] I 0 _< j _< m - 1} s u b o r d i n a t e  to 
{E} : 0 < j < m -  1}. If f C C(E), we can wri te  f ~ -*  - - = s  ~'~Jf, and because ~jSIEi = O, 
we obta in  

m--1 

uo(f) = ~ Vo(~jf) = O, 
j=O 

which cont rad ic t s  uo(O) > a and proves that/3*(Uo) # to. 
Thus  it only remains  to show tha t  D~,b # ~ for some posi t ive  reals a and  b. Because 

0 E P ( E ) - O ~  Go :=  {s E E : O(s) > 0} is n o n e m p t y  and open.  I t  is easy to see t h a t  
there  exists  a nonnegat ive ,  regula r  Borel measure  p wi th  #(Go) > 0 (for example :  define p 
by p ( f )  : f(so), where f E C(S) and so E Go). 

If # is as above,  the  outer  regular i ty  of p impl ies  t h a t  

i n f { # ( E ]  Cl U) : U open, Ej C U} = O, j = O , . . . , m -  1, 
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so tha t  

inf{p(U~ns ffl Ui) : Ui o p e n ,  Ei C Ui, i = 0 , . . . ,  m - 1} = 0. 

Since p(Go) > 0, the previous equation implies that  for appror ia te  open sets Uj with Ej  C Uj 
f o r j  = 0 , 1 , . . . , m -  1, we have 

[l l m - l ~  r ~(a~ n ,~=o ~ , ,  u~)') > o. 

Select such sets Uj and define Fj  := Uj for j > 0. Because Fi C E is compact  and 
m - - 1  ni=o Fi = O, we can apply Lemma 3.2; and we find tha t  there exist hi E Po(E),  0 < i < m, 

m - 1  ! with hm = h0, such that  hi(s) = rhi-l(s) for all s E Fi. Define X(s) = 0 i f s  E U~= 0 (Ejr3U3) 
and X(s) = 1 otherwise. Define gi(s) := $(s)hi(s). Our construction insures tha t  9i is a 
bounded, nonegative, Borel measurable flmction, gi(s) = rgi-i(s) for all s E E~, and gi 

i r m - - l { i ~  " is str ictly positive on the complement of '~j=0 ~-j C~ Uj). Thus it makes sense to define 
~ ~ F*(E) by 

,~(f) := u (gJ )  = ]~ f(s)gi(s)#(ds).  

Because O(s)gi(S) > 0 for all s E H := Go n (U?_--oi(~ r) Yj))' and i t (H) > 0, i t  follows 
that  #i(0) = #(giO) > 0. Thus there exist positive numbers a and b with a < #4(0) _~ b for 
0 < i < ( m - 1 ) .  

We claim that  # = (#o, # l , " ' ,  #~-1)  E D~,b. To prove this it  suffices to show tha t  
if f E C(E) and f lEi  = 0, then #i( f)  = r# i - l ( f ) .  However, we have 

Pi(f)  - r# i - l ( f )  = #((9i - rgi-1)f). 

By our construction, we have (gi - rgi-1)lE~ = 0 and flE~ = 0, so (gi - rg~-l)f  = 0 and 

#i( f )  = r # i - l ( f ) .  [] 
We assume in Theorem 4.1 that  m is a prime. The case tha t  m is not a prime can 

be handled by combining Theorems 4.1 and 3.5. 

5 Perron-Frobenius Operators: Existence and Unique-  
ness of Posit ive Eigenvectors 

In this section (S, d) will denote a compact metric space with metric d and A : C(S) -+ C(S)  
will be a bounded, positive linear operator of the form 

(Au)(s) = ~ bi(s)u(w~(s)). (13) 
i = I  

Here bi : S ~ ]R and wi : S --+ S are given maps, and we shall usually make at  least the 
following assumptions: 

H5.1 .  For 1 _< i < c~, b~ : S --+ IR is a nonnegative, continuous function. For each s E S, 
Ei~=l bi(s) := b(s) < cx~ and b : S --+ IR is continuous. 



Nussbaum 71 

H5.2 .  For 1 _< i < oc,the maps wi : S -+ S are uniformly Lipschitz, i.e., there exists a 
constant C, independent of i, such that d(wi(t), wi(s)) < Cd(t, s) for all s, t E S and 
all i > 1. 

By Dini's theorem, the assumption in Hh.1 that  b is continuous is equivalent to 
assuming that  ~=ln b~(s) converges uniformly to b(s) as n -+ oo. If Hh.1 is satisfied and 
the wi are all continuous, it is easy to verify that  A defines a bounded linear map from 
X := C(S) to X. Operators of the form given by eq. (13) have been called "Perron- 
Frobenius operators". Such operators arise in many contexts, e.g., in the study of invariant 
measures and in finding the Hausdorff dimension of various sets. See [1, 2] ,[4], [6] , [7, 8], 
[9, 11] for further references. 

AS was noted in Remark 3.3, the inequality p(A) < r(A) frequently fails for Perron- 
Frobenius operators. This point was already implicitly observed by F.F. Bonsall [3], who 
considered the case S = [0, 1] c ]R and A : C(S) -+ C(S) defined by 

1 
(Ax)(s) = x(-~s). 

If e denotes the function identically equal to one, Ae = e and r(A) = 1; but Bonsall observed 
that  i fxn E C(S) is defined by x~(t) = t n, where 7 EC and Re(7) > 0, then one has 

1 3' A(z~) = (~) x,~, 

so the spectrum of A contains the closed unit disc inC. Since r(A) = 1, this shows that  the 
spectrum of A equals the closed unit disc inC : see Remark 2.7 in [15]. More generally, if S is a 
finite union of intervals in IR and the functions bl and 'wi in eq. (13) are suitably differentiable, 
it was observed in section 2 of [15] that A can be considered as a map An : Ca(S) --+ Ca(S) 
and that the spectrum of An varies with n. See Theorem 2.3 and Remarks 2,5-2.7 in [15]. 

For most of the work here we shall need more than just the continuity of the maps 
bi, i > 1. For simplicity, we shall usually restrict ourselves to the following Hhlder continuity 
assumption, although our results can be extended to the case that there exists a modulus of 
continuity for the maps bi, i > 1, which satisfies a Caratheodory condition as in [2]. 

H5.3 .  For 1 <_ i < co, bi : S --+ IR is a continuous function, There exist constants M0 > 0 
and A0, 0 < A0 _< 1, such that 

lb,(s) - b~(t)l (14) 
s u p { ~  ~-sTiTg : s, t e S, s C tI <_ Mo < oO. 

i=1 

R e m a r k  5.1. For simplicity we shall restrict ourselves to operators of the form given by 
eq. (13), but this excludes some interesting examples. To see this, suppose that  S is the unit 
circle in IR 2, so C(S) can be identified with Y, the Banach space of continuous, 27r-periodic 
maps y : IR -+ ]R. Let b : Y --+ Y be a nonnegative 47r-periodic, continuous function and 
define A : Y --+ Y by 

(Ay)(e) : b ( e ) y @ )  + b(e + + 
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The methods of this section apply to A; but considered as a map on C(S),  A is not of the 
proper form. 

To remedy this deficiency, one can assume that, for a compact metric space (S, d), 
S is given locally by an equation like eq. (13). More precisely, for each s C S, assume that 
there exists an open neighborhood U of s, continuous, nonnegative functions bi,u : U -~ IR, 
and Lipschitzian functions Wi,u : U -~ S, which satisfy analogues of H5.1, H5.2, and H5.3 
and for which 

o o  

(Ax)(t) : Z 
i = l  

for all t C U and all x E C(S) .  The results of this section extend to this more general class 
of operators, but we omit details. 

To continue, we shall need some notation. We shall denote by Zm the collection of 
ordered m-tuples I = (il, i2 ,--- ,  ira) of positive integers. If I C Z,~, I = (il, i2, . .  ,ira), and 
H5.1 and H5.2 are satisfied, we define functions bs : S -+ IR and w1 : S -+ S by 

bi(t) = bi, (t)bi2 (wil (t))bia(wi2wi, ( t ) ) . . .  bim (wi~_y~,~_~.. .wi~ (t)) (15) 

and wI(t)  = wim wi.~_~ . . .wi~( t ) ,  (16) 

where wijwir "wil denotes the composition of functions. If J = ( i l , Q , ' "  ,Q) C Z~ and 
K = (is+l, Q + 2 , ' " ,  it) E Zt-~, we can write (J, K) = (il, i 2 , ' . ' ,  it) C Zt, and we have 

b(j,K)(t) = bj ( t )bK(wj( t ) )  and b(j,i~+,)(t) = bj(t)bi~+~ (wj( t ) )  and w(j,g)(t) = WK(wj( t ) ) .  

If J = 0 and s E S, we define bj( .S)  = 1 and W j ( 3 )  z 8; and we define Z0 to be the set whose 
only element is l?. If I = (il, i2 , . . . ,  ira) EZm, we define J0(I) = 0 and 

J . ( z )  = i = , . . . ,  c for 1 < < 

Similarly, we define K ~ ( I )  = 0 and K~(I)  = ( i r+i , i~+2, ' " , im)  E Zm-r for 0 < r < m. 
Finally, we define i , ( I )  = i, ,  the vth element of I ,  for 1 _< v < m. In this notation, the 
reader can check that  for I E Zr~, " 

bl(t) - bx(s) = ~ bj._l(l)(S)[bi.(i)(wj._~(i)(t)) -- b i . ( t ) ( w j . _ a ( l ) ( s ) ) ] b K ~ ( l ) ( W j . ( l ) ( t ) ) .  (17) 

By using the previous equation and changing order of summation (assuming H5.1 and H5.2), 
we find that 

m o~3 

1EZm w = l  J6Zv-1 K6Im-v  i = 1  

This inequality will prove useful later. 
The following lemma provides the motivation for the above notation. 
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L e m m a  5.1 Assume H5.1 and H5.2 and let A be defined by eq. (13). 
we have that 

(Amf)(s) = ~ bi(s)f(wl(s)) and 
[ E :rra 

IIAmll = s p{ b (s) : e S} .  
I EZm 

If H5.3 is also satisfied and if f E C(S) is HSlder continuous with 

Then for all f E C(S) 

[f(~) - f ( r ) l  _< Md(a,T) ~ for all a, 7 E S, 

(where 0 < A <_ 1), then for m >_ 1 and s, t  E S we have 

[(A~f)(t) - (A'~f)(s)l < M ~ bx(t)d(wg(t),w1(s)) ~ 
I E fC~ 

+ M o l l f l l ~  ~ IlAm-~llbj(s)d(wj(t),wj(s))~'~ 
v=l JEZv-I 

where Mo and A0 are as in t-i5.3 and IlfJ] = SUpses If(s)I .  

P r o o f .  The equation for Am(f) follows by a simple induction on m, which we leave to the 
reader. If e is the function identically equal to one, we know that  ]]Atoll = IIAm(e)[I, and 
this directly yields the equation for IlAm]l . 

To obtain the final statement of the lemma, we observe that  

[(Amf)(t) - (Amf)(s)] ~ ~ bt( t ) l f (wl( t ) )  - f (wz(s))[  + ~ If(wz(s))llb• - bds)[. 
IEIra IEZm 

By using tile H61der estimate for f, we see that  

bz(t)[f(wz(t))-  f(wl(s))  I < M ~ bz(t)d(w,(t),wz(s)) ~. 
lEZra I6Zm 

By using eq. (18) and H5.3 we see that  

If(wx(s) )llbr(t) - b• 
IEIm 

--~ ][fll Z ]hi(t)  - - b I ( S ) l  
IEZ~ 

<- Hfll ~ ~_, ~-~bj(s)lb~(wj(t)) - be(wj(s))t]lAm-~]l 
v=l JEZ~-I i=l 

_< M o l I / H ~  ~ b.l(s)(d(wj(t),wj(s))~~ 
v=l .JEz~-I 

Combining these inequalities gives the estimate in the lemma.[::] 
We now ask whether the operator A given by eq. (13) has a nonnegative eigenvector 

with eigenvalue r(A). Without  further assumptions than H5.1, H5.2 and H5.3, one can see 
that  A may fail to have such an eigenvector: take S = [0, 1] and (Ax)(t) = (!2 + �89 and 
note that  r(A) = 1 and Ax # x for x E P(S) - O. 
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To discuss a suitable framework, we shall need to consider Banach spaces of HSlder 
continuous functions on (S,d). For 0 < A _< 1 a function f C C(S)  is called Hglder continuous 
with HSlder exponent A if 

su r l f ( s )  - f( t ) [  
P l  ~((s~t-~- : s, t E S a n d d ( s , t ) > O } < o o .  

We define Xa to be the real vector space of HSlder continuous functions f : S -+ IR with 

HSlder exponent A. We define a norm I1 IIx on x x  by 

[ff[[x = sup{If(s)]  : s E S} + sup{ If(s)  - f ( t ) [  d(s, t) x : s, t C S and d(s, t) > 0}, 

and we recall tha t  Xx is a Banach space in this norm. 
If S = G, where G is a bounded open subset of IR n, we could also consider certain 

real Banach spaces of analytic functions on G or the Banach spaces Cm'X(S). If the functions 
bi and wi were sufficiently smooth, we could improve the results we shall give here by working 
in such Banach spaces. 

For 0 > 0, it  will be convenient to consider an equivalent norm 11" IIx,o defined by 

Ilf]lx,o = sup{If(s)]  : s e S} + sup{ If(s)  - f ( t ) ]  Z(gt~ : s, t ~ s ,  o < d(s,  t) < 0}. 

Obviously, we have 

Ilfl[x,0 _< [I/llx -< l l f[ko + 20-xl[fll,  

where Ilfll will henceforth denote sup,es  If(s)l. The above inequality shows tha t  ll" tlx and 
t]' Ilx,0 are equivalent norms on Xx. 

If {Ui 11 < i < rn} is an open covering of the compact metric space (S, d), there 
exists a Lipschitzian par t i t ion of unity {r 1 < i < rn} subordinate  to {Uil 1 < i < rn}. 
Using such part i t ions of unity, it is not hard to see tha t  X1 is dense in X := C(S) ;  and since 
X1 c Xx for 0 < k < 1, Xx is also dense in X.  Clearly, the inclusion map i : Xa --+ X is 
continuous. We shall need these facts later. 

In the Banaeh space Xa one can consider the measure of noncompactness aa  derived 
from [t" [Ix or the measure of noncompactness ax,o derived from [[. [Ix,0. The next lemma 
shows that  these two measures of noncompactness are actually equal. 

L e m m a  5.2 Let (S, d) be a compact metric space and, for 0 < A < 1, let Xx be the Banach 
space defined above. Let ax and ax,o denote the measures of noncompactness on Xx  derived 
respectively from the norms I[" [Ix and [1" I[x,0- Then for any bounded set r in Xx,  we have 
~x(r)  = ~ ,0( r ) .  

P r o o f .  Because Ilfllx -> Ilfllx,0 for all f e x~, we certainly have tha t  ax(F)  _< ax,0(F). 
Because F is a bounded set in Xx, the Ascoli-Arzela theorem implies tha t  F is precompact  
as a subset of X := C(S).  Thus, given e > 0, there exist sets Pj C F, 1 _< j _< m, such tha t  
U~=IF j = F and sups~s [ u ( s ) - v ( s ) l  _< rain(e, e0 a) for all u, v C Fj ,  1 _< j _< m. If ax,0(r) = p, 
then by definition of the measure of noncompactness, there exist sets Bi, 1 < i < n, such 
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t ha t  P = Ui~lBi and  the d i ame te r  of Bi with  respect  to  the norm I[" []a,o is less t han  or equal  
to  p + e. Thus,  for all u, v E Bi, 1 < i < n, we have 

[I u - vii + sup{ l (u ( s  ) - v(s)) - (u(t) - v(t))ld(s, t) -~ : 0 < d(s,  t) _ O} < p + e. 

We write F = Ui,j(B i ffl Fj) and consider  the  d i a m e t e r  of Bi C? Fj  wi th  respect  to the  II " 1}~ 
norm.  If u, v E Bi N Fj  we have 

sup - _< 
sES 

If  u, v E /3i f3 F j  and  d(s, t) >_ O, our def ini t ion of Pj  impl ies  t ha t  

I(u(s) - v(s)) - (u(t) - v(t))ld(s,t)  -x < O-a[lu(s)  - v(s)l  + lu(t) - v(t)l] _< 2e. 

If u, v E Bi U1 Fj and d(s, t) <_ O, we have 

l(u(s)  - v(s))  - (u(t)  - v ( t ) ) ld (s ,  t) -~ 5_ p + e. 

Combin ing  these es t imates ,  we find t ha t  i f  u, v E Bi M Fj ,  we have 

= I ] u -  vii + s u p { l ( u ( t ) -  v(t)) - ( u ( s ) -  v(s))id(s, t) -'\ : 0 < d(s, t)} 

< e+max(2e,  p+e)  <_p+3e. 

Thus  F can be  expressed as a finite union of sets  B~ M Fj ,  and d i a m e t e r ( B i  M Fj) < p q- 3( 
(in the norm lI �9 ]1~)- This  implies  t ha t  a~(F)  _< p + 3e, and  since e > 0 is a rb t ra ry ,  we have 
proved t ha t  a~ (F )  < a~,0(F) = p. [] 

Assume t h a t  H5.1, H5.2 and H5.3 hold and t h a t  A : X :=  C(S) --+ X is defined by 
eq. (13). Let  A0 and M0 be as in H5.3 and select % wi th  0 < % < %0. Then  by using L e m m a  
5.1 one can see t h a t  A(X~) C X~ and A induces  a bounded  l inear  m a p  A~ : X~ --+ X~ by 
A~(f)  = A( f )  for f E X~. Hencefor th  Ax will  denote  this  map.  

To s t a t e  our next  theorem,  we need to  define some constants .  If m is a posi t ive  
integer  and  0 and  I are  posi t ive  reals, we define reals pro(O, %), pro(),) and rm by 

: o < d(s, t) _< 0},  (19) 

= olio + pm(o, A) and (20) 

rm = s u p { ~  bz(t) It  E S}. (21) 
IEZm 

If A = 0, we define pro(O, O) = pro(O) = rm. If r(A) denotes  the  spec t ra l  rad ius  of A, L e m m a  
5.1 implies  t h a t  

1 1__ 

r ( A ) =  l im r ~  = i n f r ~ .  
m - + o o  m > l  

We shall  need a s imple l emma  concerning  the  funct ions pm(O, A) and p,~(A). 
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L e m m a  5.3 Assume H5.1 and H5.2 and for 0 > 0 and A >_ 0 let pro(O, A), pro(A) and r,, 
be defined by equations (19)-(21). Then for all integers m, n > 1, we have 

0 <_ v~+~(A) < p~(~)p~(~) and 
, 1 

= hm p~(A)a.  (22) fi(A) := in]{pm()~)a : m > 1} " ' 
- -  r n . - e . o o  - - 

I f  O < A1 <_ A2, O < cr < 1, .and O > O, then we have 

pro(0, (1 - a)A1 + ~A2) < pro(O, al)~-~p~(O, a~) ~ and (23) 

~((1 - a)A, + aA2) < (/5(A1))l-a(fi(A2)) ~. (24) 

P r o o f .  If K E ~ and s, t E S, we define a function g~(s, t) by 

gK(s,t) = d(wK(s),wa.(t)) for s 7 ~ t, gK(s,s) = O. 
d(s,t)  

In this notation, we can write 

pm+n(O, .k) = sup{ ~ b(,,j)(t)g(x,j)(s,t) ~ : 0 < d(s,t) <_ e} 
I EZM ,J EIn 

sup{ ~ bi(t)bj(wz(t))gj(wl(t) ,wi(s))Xgz(t ,s)  a : 0 < d(s,t) < O} 
I EZ~ ,J 6Z,~ 

sup{ ~ bz(t)gz(t, s)~( ~ bj(w1(t))gj(w~(t), wt(s)) ~) : 0 < d(s, t) <_ 0}. 
[EZm JEZr~ 

Because d(wi(t),w~(s)) < Cmd(t,s) <_ CmO for C as in H5.2, we have 

b~(~,(t))g~(~(t), ~,(~))~ < p~(C~O, ~). 
J E Z ~  

Substituting this estimate in the above equations gives 

pm+~(O,A) _< sup[ ~ bi(t)g,(t,s)~p,~(CmO, A) : 0 < d(s,t) <_ O} <_ p.,(O,A)pn(C'~O,A). 
IEZrn 

Taking the limit as 0 --+ 0 in the above inequality gives the first inequality in Lemma 5.3. 
The standard proof which gives the formula for the spectral radius of a bounded linear 
operator shows that  a sequence of nonnegative reals (pro(A) : m > 1) which satisfies the 
first inequality in Lemma 5.3 necessarily satisfies eq. (22). 

If 0 _< A1 < Ae, O < cr < 1 and 0 > O, H6lder's inequality implies that,  for 
O < d ( s , t ) _ < O a n d A = ( 1 - ~ ) A ~ + ~ A 2 ,  

Z b,(t)g,(~, t) ~ = Z b,(t)*-~v,( ~, t )~ ' (>%( t ) '9 , (  s, t) ~'" 
I6Zm IE~m 

-< (~2 b~(t)g/(~,t)~)~-~( ~ b~(t)g,(s,t)~") ~. 
IEZ~ IE:Y~ 
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Taking the supremum over s,t with d(s, t) < 0 on both sides of this inequality gives 

pro(O, ~) <_ pro(O,/~l)'-~pm(0, ~2) ~, 

and taking limits as 0 --+ 0 + yields 

p~((1 - a)~, + ~ 2 )  <_ P=(a,) '-= P=(~2) ~. 

If we take mth roots and let m approach infinity in the above inequality and use eq. (22), 
we obtain eq. (24). [] 

T h e o r e m  5.1 Assume that H5.1,H5.2 and H5.3 hold and that A : X = C(S)  -~ X is 
defined by eq. (13). I f  Ao is as in H5.3 and 0 < A <_ Ao, then A(X~)  c X~ and A induces 
a bounded linear map Ax : Xx ~ Xx  by Ax(f)  = A ( f )  for f E Xx.  Let p(Ax) denote the 
essential spectral radius of Ax, r(Ax) the spectral radius of Aa and r(A) the spectral radius of 
A, I f  p,~(A), rm and fi(A) are defined by equations (19)-(22), then we have, for 0 < A <_ Ao, 

p(A~) </5(A) = inf p,~(A)~ = lim pm(A)~ and (25) 
- m >  1 m ~ o o  

! 1 
r(Ax) _> r(A) = lira rN = inf rr~. (26) 

m - + c r  m : > l  

I f  we have that p(Ax) < r(A) (which will be true if/3(~) < r(A) := r) ,  then it follows that 
r(Ax) = r(A) := r, and there exists u E P (S )  N Xx,  u r O, with Ax(u) = ru. Furthermore, 
E = {y E Xx  : ( r I -  Ax)k(y) = 0 for  some k > 1} is finite dimensional. I f p (Ax )  < r(A),  
i : Xx  -+ X denotes the inclusion map, and y E XA is such that {[Ir-kAk(i(y))[[ : k > 0} is 
bounded, then {ltr-kA~(y)l[x : k >_ o} is bounded. If~5(A) < r(A) := r and 0 < # < A, then, 
fi(#) < r and 

~(,) _< ~(~\)~r ~-~, ~ := ~. 

/ f  p(Ax) < r(A) and if  there ezists D < oo such that IIA~II < D r  ~ for all k >_ 1 (which will 
be true i rA (x )  = r z  for some z E Po(S)), then the following results hold: 

(a) For every y E Xx  and every ~ E C with I~t = r, {C-kAak(y) : k > 0} has compact 
closure in the norm topology on Xx. (Here Xx  denotes the complexification of Xx and 
Ax denotes the complezification of Ax.) 

(b) For" every x E f (  and every ~ E (~ with [~] = r, {C-kAk(x) : k > 0} has compact 
closure in the norm topology on )(.  (Here ,Y is the complezification of X and f~ is the 
eomplexification of A.)  

(c) I f  C E C, ]C] = r, and N = {x E )~" ] A(x) = Cx} and M = {y E X~ lAx(Y) = @}, 
then M is finite dimensional and N = M.  Furthermore, N = {x E J ( [ ( C I  - 

A)~(~) = o for some k > 1}. 

(d) For every y E 2(x and every C E C with I~l = r, y,~ := n -~ Ej=o'~-I (C-~ Ax)- ~ (y) converges 
in the n o r m  topology on ~ to an element ~ := ~ ( y ) ,  and X~(~(y))  = r  
For every x E f (  and every, i E ~ with [~l = T, X n : :  n - 1  ~j=O (.~n-1 -1A)- j (x) converges 

in the norm topology on fi2 to an element Q(x),  and .A(Q(x)) = ~Q(x). The maps 
Qa : )(~ ~ .~x and Q : 2~ ~ --+ )(  are bounded linear projections. 
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P r o o f .  We shall use I to denote the identity operator  on X or X~ and also to denote 
I EZm, but  the meaning should be clear from the context. Other notat ion will be consistent 
with that  in H5.1 and H5.2. 

Let r be a bounded set in Xa, where 0 < I < ),o, and let 0 < c and 0 < 0 _< 1 be 
reals. Lemma 5.2 implies that  9' := aA,0(F) = a x ( r )  and a~,o(Ax(F)) = a~(A~(F)).  By the 
argument used in Lemma 5.2, there exist sets C~, 1 < i < p < co, such tha t  r P = Ui=lC~ 
and if u,v E Ci, then [ [ u -  vii _< e and l l u -  vl]x < 7 +  e. For u,v E Ci, write f = u -  v, so 
[If[I -< c and [If[l~ <- 3  ̀+ c. If M0 and t0 are as in H.5.3 and m >_ 1, we obtain from Lemma 
5.1 tha t  

sup { I ( A ~ f ) ( t ) - ( A ~ f ) ( s ) [ }  < (3`+e)p.~(O,A)+ 
0<<~,t)_<o d( s, t) ~ 

m bj(s)(d(wj(t),  wj(s))~o 
+ sup Moc ~[] I[A'~-~[I ~ d(s, t) x )" 

O<d(s,t)<_O u�88  aE:r.-~ 

Because of H5.2, we have that  for d(s, t) < 0 and J E Z,_I,  

d(wj(t), wj(s) ) xo .< c "-~d(s't)~~ c"-~o ~~ c"-< 
d( s ,  t) ~ - d ( s ,  t)  ~ <- <- 

By using H5.1 we see that  

Z b,(s) <_ IIbV-< 
J EZ~- I 

Using these est imates in eq. (22), we see tha t  

sup { l (A '2f ) ( t )  - (A'~f)(s)[} < (7 + c)p~(O, A) + Moe f i  ]l A . . . . .  II]lblt~-~C "-~ 
O<d(s,t)<_O d(s, t) x - t,:l 

If we take the supremum of the lefthand side of this equation over all f : u - v, u, v 6 C{, 

we find that for al! u, v E C{ we have 

IIATu - A~vll,, s < [IA~II ( + (3̀  + ()p~(e, A) + M0~ ~ llA~-~IIl[blI~-IC ~-1. 

It follows that  

aA,e(A~(r)) = c~(A~(F) )  : sup ~x,o(A~(C~)) 
l<_i<p 

_< ttA~llr + (3  ̀+ ~)p~(0, A) + a/~o~ ~ IIA~-~llllb[l~-le ~-1. 
v = l  

Since c > 0 is arbitrary,  we conclude that  

~(A~(r))  < pro(e, ~)~(r).  

By taking limits as 0 -+ 0 + we obtain from the previous equation tha t  

a~(A~(r))  <<_ p.~(.~)ax(r), 
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which implies (see eq. (3)) that  
c~(A~) _< p,c(A). 

Since we know (see eq. (4)) that  

p(d~) = lira (ax(d'~))-~ " m • ,~-~oo = in f (ax (A~  ))m, 

we conclude, using Lemma 5.3, that  

p(dx) <_ inf pm(X)~ = lim pm(A)~ fh(A). 
m _ l  m--+oc 

Theorem 3.3 implies that  r(Ax) > r(A),  so, using Lemma 5.1, we have proved the first two 
displayed equations of Theorem 5.1. If p(Ax) < r(A) := r, then Theorem 3.3 implies that  
r(Ax) = r(A).  Also, if p(Ax) < r, Theorem 3.3 implies the existence of u as in the statement 
of Theorem 5.1, and the fact that  p(Ax) < r implies that  E is finite dimensional. If/5(A) < r, 
the final displayed equation of Theorem 5.1 follows from Lemma 5.3. 

If we define L = r - l A ,  the remaining assertions in Theorem 5.1 follow directly from 
Theorem 3.3.[:3 

If A is as in Theorem 5.1 and if p(A~) < r(A) and ][dk]] < Dr k for all k > 1, we 
have shown that  L := r - l A  satisfies all hypotheses of Theorem 3.3. Thus, by using the 
comments immediately preceding Remark 3.4 in Section 3, we conclude that  there exist at 
most finitely many z C • such that  Izl = r(A) and z is an eigenvalue of A. Furthermore, 
every such eigenvalue has finite algebraic multiplicity. 

Verifying that  p(A~) < r(A) plays a crucial role in applying theorem 5.1. The 
following corollary gives a trivial case for which p(Ax) < r(A) is satisfied. 

C o r o l l a r y  5.1 Assume that H5.1, H5.2 and H5.3 are satisfied. In addition assume that 
there exists an integer rn >_ 1, a constant c with 0 ~ c < 1, and a positive real 0 such that 
for all s, t C S with d(s, t) < 0 and all [ ~.Z,~, 

d(w,(s) ,  w,( t ) )  < cmd(s, t). (27) 

Assume also that r(A) > O. Then if  0 < i~ <_ Ao (for Ao as in H5.3), it follows that 
p(A~) < r(A) = r(Ax) := r. The condition r(A) > 0 will be satisfied if 

oo 

infb(t) := ! n f ( E  bi(t)) > 0. (28) 
t C S  

I f  r(A) > 0, there exists u E P (S )  M Xxo , u ~ 0, with Au  = ru; and for 0 < A < Ao, 
Ex := {y E Xx : (rI  - Ax)~y = 0 for some k > 0} is finite dimensional. If, in addition, 
there exists D > 0 such that [IA~[I < D r  k for all k >_ 1, then statements (a)-(d) o.f Theorem 
5.1 are satisfied. 

P r o o f .  Assume first that  r(A) := r > 0. It suffices, by virtue of Theorem 5.1, to prove 
that/3(A) < r for 0 < k < ~0. If m is as in eq. (27) and J E I ,w,  one derives easily from eq. 
(27), that, for 0 < d(s, t) <_ 0, 

d(wj(s), ~j(t)) < cm~d(s, t). 
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Using this inequality in eq. (19), we obtain 

pmp(0,A) _< ~ p s u p {  ~ bj ( t )  : o < d ( s , t )  _< 0} := c~mP~,,p. 
JEZmp 

Since pm;(O, A) _> p~p(A), we deduce that  

Pmp(A) ~ C'~mPrmp. 

Taking n ~h roots, n = rap, let t ing p approach infinity and using Theorem 5.1, we obtain 

�9 1 1 

p(Aa) < fi(A) = i n f ( p m ( A ) ) ;  < c A inf r@ = cAr(A). 
- -  _ - -  m > l  

Since r(A) > 0, this shows that  ~(A) < r(A).  
To complete the proof, we must also prove that  r(A) > 0 if inft~s b(t) := 6 > 0. 

However, if e is the function identically equal to one, we have A(e) _> de, which implies that  
Am(e) >_ 6~e and that  r(A) > 6. [] 

R e m a r k  5.2. Corollary 5.1 is a crude result compared to Theorem 5.1. Suppose, for 
example, tha t  S is a compact subset of IR ~ and that  the metric d on S comes from a norm 
[[" [I on IR ~. Assume that  H5.1, H5.2, and H5.3 are satisfied and that  each map w~ extends to 
a C 1 map wi defined on some open neighborhood Ui of S. If I = (il, i 2 , . . . ,  i , ,) ,  wi also has 
a C ~ extension ~ l .  Let uS/(t) denote the Frdchet derivative of 'gI at  t. If On(A) is defined by 
eq. (20), the reader can easily verify tha t  

pro(A) _< sup{ ~ bz(t)ll~r'(t)[I a : t a S} (29) 
1EZ~ 

The proof  of Theorem 5.1 shows tha t  p(Ar)  <_ p~(A). We know tha t  p(A~, ~) = (p(Aa)) m and 
that  r(A TM) = (r(A)) m, so to prove that  p(A~) < r(A), it suffices to prove that  there exists 

m > 1 with 
sup{ ~ bdt)HvS'(t)lP : t �9 S} < r (A  TM) = (r(A))  m. (30) 

ICZm 

It may easily happen that  eq. (30) is satisfied for some m _> 1, even though the maps wi do 
not satisfy the hypotheses of Corollary 5.1. 

To il lustrate the point of Remark 5.2, we discuss an example. Select a real number 
k >_ 1, let S = [0,1] C ]1% and for t E S define bl(t) = t, b2(t) = 1 - t, wl(t) = (1 - 
t) k, w2(t) = t k and bi(t) = wi(t) = 0 for i > 2. Then A : X = C(S) --+ X is given by 

(Ax)(t) = tx((1 - t)k) + (1 - t)z(t~), 0 < t < 1; (3t) 

and one computes that  

(A2x)(t) = ( 1 - - t ) ( 1 - - t k ) x ( t  k~) + ( 1 -  t ) t kx ( (1 -  tk) k) + t ( 1 -  ( 1 -  t ) k ) x ( (1 -  t) k2) 

+t (1  -- t)/~x((1 -- (I - t)k)k). (32) 

As usual, Aa : X~ --~ X~, 0 < A < 1, is the map induced by A. 
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C o r o l l a r y  5 .2  Let A : X --+ X be the map induced by equation (31). For all k > 1, we have 
r(A) = 1. There exists 6 > 0 such that if k > 2 -  6 and 0 < A _< 1, then p(A~) < 1 = r ( A ) ,  
A satisfies conditions (a), (b), (c) and (d) of Theorem 5.1 and N :=  {x E X : ( I  - 
A)J(x) = 0 for" some j > 1} is finite dimensional. 

P r o o f .  We have A(e)  = e, where e is the  funct ion ident ica l ly  equal  to one, so r(A) = 1 for 
all k >_ 1 and IIA~I[ < 1 for all m > 1 and for all k > 1. Theo rem 5.1 shows t ha t  in order  to  
prove t h a t  p(Ax) < 1 for 0 < A _< 1, it  suffices to prove t ha t  /5(1) < 1, where ~(A) is given 
by eq. (22). Thus,  by eq. (20) and eq. (22), it  suffices to  prove t h a t  pro(l)  < 1 for some 
m >_ 1. We shall  only consider m = 1 or m = 2. Using R e m a r k  5.2 and eq. (30) for m = 1 
or m = 2 and A = 1, we define 

k(71(t; k) :=  kt(1 - t) k-1 -I- k(1 -- t)t k-1 and 

k2(Ti(t; k) = k2(1 - t)(1 - tk)(t k~-l) + k2(1 - t) tk(1 - tk)k- l t  k-i  

+k2t[1 - (1 - t)k](1 - t) k2-1 q- k2t(1 - t)k[1 - (1 - t)k]k-l(1 - -  t)k-i; 

and we note  t h a t  it  suffices to  prove t h a t  

max{k(Tl(t;k) : 0 < t < 1} < 1 or max{k2a2(t;k) : 0 < t < 1} < 1. 

If k = 2, we have t h a t  max{2(Tt(t; 2) : 0 < t < 1} = 1. A ca lcu la t ion  shows t ha t  

4cr2(t; 2) 

S i n c e 0  < v  < �88 f o r 0  < t  < l a n d  
t ha t  

= 16v2(I- v), v :=  t(l - t). 

v --+ v2(1 - v) is increas ing for 0 < v < ~, we conclude 

max{4(72(t;2) 1 0 < t < l } = 1 6 (  )2( ) = 4 < 1 .  

By cont inui ty  of k2a2(t; k) in k, the re  exists  6 > 0 such t h a t  if Ik - 21 < 5, then  

max{k2(72(t; k)  : o < t < i} < i .  

We now assume tha t  k > 2. Because (71(t; k) = (71(1 - t ;  k), crl(. ;k) achieves i ts 
m a x i m u m  on [0,1] on [0,�89 and (7[(�89 = 0. If 2 < k < 4, we c la im tha t  (7~(t;k) > 0 for 
0 < t < ~ . l  F i r s t  assume t h a t 2 < k _ < 3 .  Then  we have t ha t  for 0 < t < ~i 

( 7 '~ ( t ; k )= [ (1 - - t ) k - l - - t k -1 ]+(k  -- i)(l - t )k-1[(1 t - ~ _  t )k -2  - (i~--~)]'t 

1 and 0 < k -  2 < 1, We see tha t  ~ < 1 and ( t ~k-2 Because 0 _< t < g _ 7~7J >- ~-t- I t  follows t h a t  
bo th  bracke ted  te rms  in the above equa t ion  are nonnegat ive ,  and  the first t e rm is s t r ic t ly  

1 posi t ive  for 0 _< t < �89 so (7~(t; k) > 0 for 0 < t < g. If  3 < k _< 4, it  suffices to prove (since 
, 1. , ,  1 A calcula t ion  gives (7~(7, k) = 0) t h a t  (71(t;k) < 0 for 0 < t < 3" 

~ ' ( t ;  k )  = (k  - ~)t~-~[-2t + (k  - 2 ) ( 1  - t ) ]  + (k  - 1 ) ( 1  - t ) ~ - ~ [ - 2 ( 1  - t )  § (k  - 2 ) t ] .  
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Because ( l - t )  > t  f o r 0  < t  < �89 a n d 2 2  k - 2 ,  we see t h a t  - 2 ( 1 -  t) + (k - 2)t  < 0 f o r  
f /  . 0 < t < �89 I f t  E (0,!)2 is such t ha t  - 2 t  + (k - 2) ( 1 -  t) _< 0, it  follows t ha t  c~ l ( t , k )  < 0. 

i )  is such t h a t  - 2 t  + (k - 2)(1 - t) > 0, we see t h a t  However, if t C (0, 2 

a•(t ;k) < ( k - 1 ) ( 1 - t ) k - 3 [ - 2 t + ( k - 2 ) ( 1 - t ) ]  

+ ( k -  1)(1 - t ) k - 3 [ - 2 ( 1  - t) + ( k -  2)t] 

= (k - 1 ) ( k -  4)(1 - t) k-3 < 0. 

l !  It  follows t ha t  for any t wi th  0 < t <  �89 and for 3 < k < 4, we have 0 l ( t ; k )  < 0. Thus  we 
have proved t ha t  for 2 < k < 4, 

max{kcr l ( t  ;k)  : O < t <  1 } = k c r l ( ~ ; k ) = k (  )k-1. 

We leave to the  reader  the calculus exercise of proving t h a t  k(�89 k-1 < 1 for all k > 2. 
I t  is easy to see t ha t  k -~  crl(t; k) is s t r ic t ly  decreas ing  for each fixed t wi th  0 < t < 1, 

so we conclude t ha t  for k > 4 we have 

1 
max{(71(t;k) : 0 < t < 1} < max{oh( t ;4 )  : 0 < t < 1} = g.  

This  implies  t ha t  for 4 < k < 8 we have 

max{kc~l(t;k)  : 0 < t < 1} < 8 (8  ) = 1. 

For k _> 8, it  suffices to e s t ima te  crudely. We have, for k >_ 8, 

max{kch( t ;k )  : 0 < t < l }  = max{kch( t ;k )  : O < t  < l }  

_< max{kt (1  - t) k-1 : 0 < t < ~} 

1 
+ m a x { k ( 1  - t) t  k-1 : 0 < t < ~},  

The  reader  can verify t ha t  

and  

1 ( i  k-l) k-1 max{kt (1  - t) k- '  : 0 < t < ~}  = - 

1 1 

max{k(1  - t) t  ~-1 : 0 < t < 2}  = k(2)k .  

One can check tha t  k --+ (1 + xk-1)  k is all increasing funct ion of k for k > ]z], so ce r ta in ly  
k --+ (1 - k - l )  k is an increasing funct ion of k for k _> 8. Since limk-~o~(1 - k - l )  k = e -1, we 
ob ta in  for k _> 8 t ha t  

(I -- k - l )  k - I  _< e - 1 ( ~ - ~ - ~ )  ~ " ~ (~)C -'1. 

Similar ly,  one can prove tha t  k --~ k(1) k is a decreasing funct ion of k for k _> 8, so, for k ___ 8, 
we Obtain 

1 
k(~)k  _< 8(12)s = ~ .  
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It follows that for k > 8 we have 

1 R 
max{kcrl(t;k) : 0 < t < i }  < (~2)+  (7)e- '  < 1. 

[] 
If k > 1 and A is given by eq. (31), we conjecture that  there exists ,~ > 0 such 

that  p(AA) < 1 = r(A). If k = 1, A is a projection operator onto Z := {x E X I x ( 1  - 
s) = x(s) for 0 < s < 1}. Since the fixed point set of A is infinite dimensional for k = 1, it 
follows that  p(A~) > 1 for all A > 0. 

As a contrast to the case that  A : X --+ X has periodic points, we now describe 
conditions which insure that  if A is an eigenvalue of A and [A I = r(A), then A = r(A) and 
r(A) has algebraic multiplicity one. Assume H5.1, H5.2 and H5.3; and for 0 < A < A0 and 
an integer m _> 1 define 

~. I,, d(wz(t), wi(s))  ~ 
sin(A) = sup{ E uzW d--~, t-y 2 : s , t  e S, s r t}. (33) 

IEZ~ 

For ,1 = 1 the numbers sin(I) were used by Hennion [6]. If 0 > diameter(S), we have 
s~(A) = p~(O, ,1). The same argument used in Lemma 5.3 proves that  

sm(a)s.(a) 

~(A) :=  inflSm(A) ~ = m-~oolim sin(A) =~. (34) 

Clearly, we always have pro(A) < s,~(~X) and/5(A) < ~(A) for pro(A) and/5(,/) as in 
eq. (20) and eq. (22). However, it may easily happen that  pm(A) < sin(A) or ~()~) < g (A) .  
To see this, let A denote the operator given by eq. (31) and studied in Corollary 5.2. By 
taking t = I and s = 0 in eq. (33), one can prove that  sin(A) > 1 for 0 < A < ,t0 and m k 1, 
so g(A) > 1 for 0 < A < 1 := A0. However, if k > 2, we proved in Corollary 5.2 that  either 
p1(1) < 1 or p2(1) < 1; and it follows that  f5(1) < 1. Lemma 5.3 now implies that  fi(A) < 1 
for 0 < A _< 1, so, for ]~ > 2 and 0 < A < i we have fh(A) < g(A) 

A more straightforward class of examples with /5(A) < g(A) for 0 < A _< A0 can 
be constructed as follows. Assume H5.1, H5.2 and H5.3 hold. Assume, moreover, that  
S -~ ujnmlSj ,  where Sj is compact and nonempty for 1 < j <_ n and Sj N Sk = 0 for 
1 < j < k < n. Assume that  w~(Sj) C Sj and that  wdS j is a Lipschitz map with Lipschitz 
constant c < 1 for 1 _< i and 1 < j _< n. Finally, suppose that  there exists u E Po(S) and 
r = r(A) > 0 with Au = ru. Then we claim that g(A) >_ r for 0 < A < A0 and fi(A) < r for 
0 < A < A0. If we select 0 > 0 such that  

d(Sj, Sk) := inf{d(a,  ~-) : cre Sj, T e Sk} > 0 

for 1 _< j < k < m, the proof of Corollary 5.1 shows that  th(A) < cXr for 0 < A < A0. To see 
~(~1 6-i that  ~(A) > r, select 6 > 0 so that  6 _< ~ _< for all s, t E S. The equation 

rku(t) = ~ bl(t)u(wI(t)) 
IEik 
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then easily implies that  for all t E S 

5 ~ b~(t) < r ~ < 5 -1 ~ b~(t). 
I EZ~ I EZk 

One derives from this equation that  for all t, s E S and for all k > 1, 

b,(t) < 5-~ ~ bz(s). 
1czk rez~ 

Using the previous equation and equation (21). we see tha t  for any sequence (t,~ E $ ] m _> 1) 
we have 

l 

I EZm 

Fix  j ,k with 1 < j < k < n and select a e Sj and T E S'k with d ( a , r )  = d(Sj, Se). For 
I e Zm we know that  wr(7) e Sk and wr(a)  E Sj so we obtain 

IEZm IeZm 

It now follows from our previous remarks that  

lira s,~(,\),~ := ~(~) ___ r. 
"m ---~ OO 

T h e o r e m  5.2 Assume that H5.1, H5.2 and H5.3 hold and let A : X := C(S) ~ X be given 
by eq. (13). Let ~(A) be defined by eq. (3~), suppose that there exists A1 > 0, ,\i __- A0, with 
~(A1) < r(A) := r and assume that there exists u E Po(S) with Au = ru. For each i > 1 
assume that bi = 0 or b~ E Po(S). Then if z is an eigenvalue of A and [~l = r(A); it follows 
that z = r(A). Furthermore, r(A) has algebraic multiplicity one and u E X ~ .  

P r o o f .  By possibly replacing the infinite sum in the definition of A(x) by a finite sum, we 
can assume that  bi E Po(S) for all relevant i and write, for some N with 1 _< N _< 

N 

(Ax)(t)  = ~ bi(t)x(wi(t)). 
i = 1  

By replacing .4 by r-~A, we can assume that  r = 1. We shall assume that  N = c~; the proof 
is the same for N < oc. 

Because t3(A1) < g(A~) < 1 = r(A) and u E Po(S) satisfies Au = u, Theorem 
5.1 implies that  u E X ~ .  Define a map M = M~ : X --+ X by (M~(x))(t) = u(t)x(t) ,  so 
(Mffl(x))(t)  = u( t ) - lx( t ) .  One can easily check that  M~ defines a bounded, linear, one-one 
map of X onto X and of X ~  onto X ~ .  Furthermore, z is an eigenvalue of A of algebraic 
mult ipl ici ty L, if and only if z is an eigenvalue of M - 1 A M  of algebraic mult ipl ici ty ~. A 
calculation shows that  

N N 

(-Ax)(t) := ( (M-1AM)(x ) ) ( t )  = ~ u(t)-lbi(t)u(wi(t))z(w~(t)) := ~ bi(t)x(wi(t)). 
i = 1  i=J [  
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The reader can verify that  bi and wi, 1 < i < co, satisfy H5.1, H5.2, and H5.3, with A0 in 
H5.3 replaced by A1 and M0 by some constant M1. 

We assume that  g(A1) < 1, so there exists n > 1 such tha t  s~(A1) = 7 n < 1. It 

follows tha t  sup(A1) ~ 7 np for p ~ 1. Because -~k = M _ I A k M  ' we have that  

("Akx)(t) :=  ~ - 6 , ( t ) x ( w , ( t ) )  = ~ u ( t ) - l b , ( t )u (wz ( t ) ) x (w i ( t ) ) ,  
I cZ~ 161k 

and -bi(t) = u ( t ) - lb l ( t )u (wi ( t ) ) .  If C = sup{u( t ) - lu ( s )  : s , t  C- S},  we conclude tha t  for 
t , s  6 S with t # s we have 

d(w,( t ) ,  wt (s )  ) xi (t) d (w, ( t ) ,  wI(s)  ) ~ 
b,(t) d(s,t)x~ <_ C ~ b, d(s , t )x ,  <_ C7  np. 

16Z,~p I 6Z.p 

If ~m(A) is obtained by subst i tu t ing bi(t) for b~(t) in eq. (33), it foIlows that  ~,v(A~) _< C 7  "p 
and 

~(:~) := ~ f~ . , (A~)~  = lira ~m(:~l)~ < "~ < 1. 
- -  m - - - ~ o o  - -  

It  follows from the above calculations that  A satisfies the same hypotheses as A but  
that ,  in addition, A(e) e and ~ - = F.i=l bi(t) = 1 for all t 6 S. Now suppose that  A(y)  = ay ,  
where la] = 1, IlYI] = 1 and y is complex-valued. Define So := {t c S Ily(t)l = 1}. If t c S0, 
then by using the facts tha t  ly(wi(t))  I < 1 for all i, bi(t) > 0 for all i, and F.i~1 bi(t) = 1, we 
see tha t  y(w~(t)) = ay( t )  for 1 _< i < exp. It follows tha t  w~(So) c So for 1 _< i < oo and tha t  
if a r 1, y is not constant on So. If a = 1, we assume, by way of contradiction, tha t  y is not 
constant  on So. By using Remark 3.4 and Theorem 3.3 we see tha t  y C IY~. 

Because y E -Xx~, we can define 5 > 0 by 

ly(~) - y(t)l 
5 : = s u p  t d(s , t )  ~ -  : s, t E S o ,  s e t ,  A=A1}<cxD.  

If ~,t e so, we have ~(w~O)) = ~'~y(~) and ~ ( ~ ( t ) )  = ~m~(t) for all ~ e Zm, so 

I~(~) - ~(t)l = ~ ~(s) lv(w~0))  - ~(~( t ) ) l .  
16Z., 

Writ ing A := A~ we know tha t  for all s, t 6 So with s ~ t 

ly(~,~(t) - y(w~(s)) I < 5d(~,~(t), w~(s)) x, 

d(s, t)~ - d (s , t )x  

so we conclude tha t  for s, t ~ So with s r t 

- d(w,( t ) ,  w , ( s ) )  ~ < ~m(A)5. Ip(t) p ( 4 1 < 5  ~ ~ ( s )  d ( s , t ) ~  - d(s,t) ~ - ~z~  

Taking the supremum over s, t ~ So gives 5 _< ~,~(A)5. Since we know that  5 > 0 and we as- 
sume that  ~m(A) < 1 for m large, we have obtained a contradiction. It follows that  a = 1 and 
tha t  y[So is constant. If y is not a scalar multiple of e, then by choosing appropr ia te  scalars 
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a and b, we can arrange tha t  yl := a(y - b e )  satisfies lnax~es yl(s) = - m i n ~ c s y l ( s )  = 1. 
We see then that  Yl is an eigenvector of A with eigenvalue 1 and that  yl is not constant  on 
S~ := {t E S : ]yl(t)l = 1}, a contradiction. Thus we conclude that  {v E X : Av = v} is 
one dimensional. Since we assume that  there exists u c Po(S) with Au = u, our previous 
results imply that  

{ v e x  : Av  = v} = {v E X : 3 k > l w i t h ( / - A ) k ( v ) = 0 } .  

[] 

It seems difficult to give hypotheses which yield the conclusions of Theorem 5.2 and 
cover all interesting examples. The following theorem complements Theorem 5.2. As usual, 

denotes the complexification of X. 

T h e o r e m  5.3 Assume H5.1, let wi : S -~ S be continuous maps for 1 <_ i < oo and let 
A :  X := C(S)  --+ X be given by eq. (13). Assume the following: 

(a) There exists u E Po(S) with Au  = ru, r = r(A).  

(b) There exists m > 1 and I.  EZm such that (1) br. (t) > 0 for all t E S and (2) for all 
t E S, w~. (t) converges as k --+ ~ .  

Then, if a E C is an eigenvalue of A and [a I = r(A) := r, am = r m. I f  wi. has precisely 
fixed points in S, then we have 

N := {y ~ 2 : rmy = Amy} = {y e ~Y : 3k > 1 with ( r m I -  Am)k(y) = 0} and 

dimension(N) < ~. 

]f  wi. has a unique fixed point in S, then r(A) is an eigenvalue of A of algebraic multiplicity 
one, and r(A) is the only eigenvaIue of A of modulus r(A).  

P r o o f .  I f M  -- M~ is as in the proof of Theorem 5.2, define --A = M - 1 A M ,  so, for x E C(S) ,  

oo oo 

= a n d  = 

i : 1  i = 1  

Just  as in the proof of Theorem 5.2 we have tha t  

(-Aax)(t) = ~ b,( t )x(wi( t))  = ~ u( t ) - tb , ( t )u(wx( t ) )x(w, ( t ) ) .  
1C Zk 1E Z~: 

It follows that  b~.(t) > 0 for all t E S. Because the spectrmn of A equals the spectrum of 
A, with corresponding eigenvalues having the same algebraic multiplicity, it suffices to prove 
the theorem for A instead of A. Also, by replacing A by r - l A ,  we can assume tha t  r = 1. 

Suppose tha t  A(y) = ay ,  where ]a[ = 1 and y ~ 0 is complex-valued. I t  follows 
tha t  A-~(y) = /Sy, fl = a ~,  and we have to prove first tha t  t3 = 1. We can assume that  
][y[] = 1, and we define So := {t E S : ]y(t)[ = 1}. I f t  E So, we have tha t  

= 

I E Z ~  
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The same argument used in Theorem 5.2 shows tha t  y(we(t))  = fly(t) for all I ~ :Z'm such 
tha t  be(t) > 0. In par t icular  y(wI . ( t ) )  = fly(t) for all t C So. This implies tha t  wr.( t)  C So 
for all all t E So. Select some t E So. By assumption,  limk_§ = 7- and necessarily 
~- E So and wr,(T) = ~-. However, if/7 r 1, this is a contradiction, because ly(~)l = 1 and 

= = f ly (v ) .  

Next assume tha t  wr. has precisely u < oe fixed points in S, and let # denote the 
dimension of N (over (IJ). Because AO~(e) = e and e E Po(S),  our previous results imply tha t  

N = { y C 2  : ? k > l w i t h ( I - ~ ) k ( y ) = 0 } .  

t t  is known tha t  there exist # linearly independent,  real-valued functions Yl, Y2, " " ,  Y, 
which form a linear basis of N (over (lJ). We can also assume that  Yl = e. If y E N, our 
previous arguments show tha t  there exists -r C S with we.(v) = ~- and l y ( r ) l  = Ilyll. Select 
a fixed point 71 of wI. and define 91 = Yl and y2 = y2 - c~lyl, where c~1 is chosen so tha t  
9~(T1) = 0. By linear independence, Y2 r 0, and there exists a fixed point r2 of we. such tha t  

1~)2(7-2)1 = Ily211 -r 0. Because ~)2(7-2) r 0 and 92(71) = 0, we see that  7~ r 7-1. Arguing by 
induction, assume tha t  we have defined 

j - 1  

9j = y j -  Zej y , 
s = l  

and have found fixed points r l ,  r2, - ' . ,  % of wl. in such a way that  

tYj(rj)l = Ilyj[I and z)j(T~) = 0 for 1 _< s < j .  

These equations imply tha t  the fixed points 7-1, 7-2, " " ,  "rk are all distinct. If k < p, the 
reader can easily cheek tha t  there exist constants dk+i,s, 1 < s < k, such tha t  if yk+~ is 
defined by 

k 

then ~/k+~(vj) = O for 1 < j < k. By linear independence, ttYk+llt ~ O, and our inductive 
hypotheses imply tha t  there exist constants ck+l,~ with 

k 

~)k+l = yk+l - ~ ck+l,~y~. 
s = l  

It follows that  there exists a fixed point ~-k+l of wi. with lYk+l(~-k+~)l = IlYk+ll[ r O. Since 
~)k+l(rj) = 0 for 1 < j __ k, we see tha t  Tk+l r { r i l l  _< j < k}. This completes the inductive 
step. Eventually, we obtain Yl, Y-~, " " ,  ~), and # dis t inct  fixed points ~-1, ~-:, " " ,  % of we., 
SO # <_ ~]. 

If we. has a unique fixed point, so ~, = 1, we have proved that  d im(N)  = 1; and 
since 

N D {y ~ 3~lSk > 1 with ( I -  A)~(y) = 0}, 
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i is an eigenvalue of ~4 of a lgebraic  mul t ip l ic i ty  one. If  A(y )  = a y  for some y :fi 0 and  some 
a ~ 1 with I~l = 1, we have a l ready seen tha t  a m = 1. But  this  implies  t ha t  A-~(y) = y and 
y is not  a cons tant  funct ion,  which cont rad ic t s  d i m ( N )  = 1. [] 

The  techniques of p roof  used in Theorems  5.2 and 5.3 may  be app l i cab le  even if the  
exact  hypotheses  are not  satisfied, We i l lus t ra te  this  by consider ing a previous  example .  

C o r o l l a r y  5 .3  F o r k  > 1, let A : X :=  C(S)  -+ X be the map given by eq. (31). Then 
a = 1 is the only eigenvalue ~ of A of modulus 1~ and 1 is an eigenvatue of A of algebraic 
multiplicity one. 

P r o o f .  For any x C X ,  note  tha t  (Ax)(O) = x(0) and  (Ax)(s)  = (Ax)(1 - s) for 0 < s < 1. 
If A(x)  = ax ,  where Hxll = 1, ]a] = 1 and a ~ 1, i t  follows t ha t  x(0) = a s ( 0 )  and  x(0) = 0. 
Since dx(O) = Ax(1) ,  we find t ha t  x(1) = m(0) = 0. If  $0 :=  {t �9 [0, 1] I ]x(t)I = [Ix][ = 1}~ it 
follows t ha t  S0 c (0, 1). If w2(t) = t k, the a rgumen t  used in the proof  of Theo rem 5.2 shows 
t ha t  w2(So) C So. If t C So, l imj+oow~(t)  :=  r is an e lement  of So, because  So is closed. 
However, r = 0 and 0 ~ So, a contradic t ion.  

To comple te  the  proof, it  suffices to prove t h a t  N :=  {x E X t A x  = x} is 
one dimensional .  Suppose,  by way of cont radic t ion ,  t h a t  N contains  a noncons tan t  func- 
t ion x (which can be assumed real-valued).  Select c �9 IR so t ha t  x l  :=  x - ce van- 
ishes at  t = 0. Since Ax~ = x~, it  follows t h a t  x~(0) = 0 = m~(1). If  we now define 
So := {t �9 [0, 1] : Ix~(t)[ = Hx~H}, the same a rgumen t  used in the  first pa r t  of the  p roof  
gives a contradic t ion.  [] 

C o r o l l a r y  5 .4  Let A : X :=  C(S)  --+ X be given by eq. (I3) and suppose that r (A)  = 1. 
Either assume the hypotheses of Theorem 5.2 or make the following assumptions: 

(1) Hypotheses H5.1, H5.2, and H5.3 are satisfied. 

(2) There exists u E Po(S) with A(u) = u. 

(3) There exists A, 0 < A _< Ao, with fi(,\) < 1, where/3(A) is given by eq. (22) and A0 is 
as in H5.3. 

(3) There exists i, >_ 1 such that b~. (t) > 0 for all t E S and limk-~oo w~. (t) exists for every 
t c S .  

Then there exists a continuous, .finite dimensional linear projection Q : X -+ X of X onto 
{x c X : Ax  = x} such that 

l im liAr(z) - O ( x ) l  I = 0 for all x E X .  
ra--~oo 

Furthermore, for" every p E X*, (A*)n(#) converges in the weak* topology to Q*(p). 

P r o o f .  By assumpt ion ,  there  exists u E Po(S) with  Au = u. Theorems  5.2 and 5.3 imply  
t ha t  if a is an eigenvalue of A of modulus  one, then  o~ = 1. We assume tha t  /~(A) < 1 or 
9(A) < 1 for some A wi th  0 < A < A0. Since/~(A) < 9(A), Theorem 5.1 impl ies  t h a t  there  
exists A, 0 < A < Ao, wi th  p(A~) < 1. The  existence of Q and the convergence p roper t i e s  of 
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A"(x) as n --+ oo now follow from Theorem 3.3 and Remark 3.5, and the final statement of 
the corollary is immediate from the definition of weak* convergence.[::] 

R e m a r k  5.3. If S = {1, 2 , . . .  ,n}with the metric inherited from IR, then one can identify 
C(S) with ]R ~ by identi~ing f E C(S) with (f(1), f ( 2 ) , . . . ,  f (n)) .  If B = (bjk) is an n • n 
nonnegative matrix, then, writing elements of IR ~ as column vectors, B induces a linear map 
z --~ B z  on ]R n and a corresponding map A : C(S) -+ C(S)  by 

(Af) (s)  = ~ bj(s) f(wj(s)) ,  
jEs 

where bj(s) := bsj and wj(s) := j for all s , j  E S. Clearly, A is a Perron-Frobenius operator 
of the form in eq. (13). Recall that  A is irreducible (in the sense of Section 3) if and only 
if, for every ordered pair (i , j)  with 1 < i , j  < n, there exists a positive integer m = m(i , j )  
such that the ( i , j )  entry of B m is positive. It is immediate from eq. (33) in this case that  
s l ( A ) = 0 f o r 0 < A _ <  1, s o ~ ( A ) = 0 f o r 0 < A _ < l .  

Now suppose that (S, d) is a general compact metric space, that  A : X := C(S) --+ X 
is given by eq. (13) and that  H5.1-H5.3 are satisfied. Assume also that  A is irreducible and 
that g(1) < r(A), where ~(1) is as in eq. (33). Because fi(1) _< ~(1), Theorem 5.1 implies 
that there exists u E P(S) ,  u r O, with Au = ru and r = r(A). Irreducibility of A implies 
that  u E Po(S). In this situation, Hennion asserts in Theorem 2 of [6] that  r(A) is the 
only eigenvalue of A of modulus r(A). However, even in the case that S = {1, 2 , . . . ,  n}, 
this assertion is false: a nonnegative matrix B may have eigenvalues c~ with Ic~l = r(B)  and 
o~ r r(B).  The 2 x 2 matrix B defined by bii = 0 and bij = 1 for i 7 ~ j provides the simplest 
example. 

R e m a r k  5.4. Theorems 5.1, 5.2, and 5.3 are slight generalizations of unpublished notes 
written by the author in 1989 in response to a question from Jeff Geronimo. The theorems 
generalize results in [1], [6] and [9, 11]. 

Theorem 5.1 provides little information about the eigenvector u C P(S) .  By 
strengthening the hypotheses in Theorem 5.1, one can obtain much more information about 
u, in particular proving that u C Po(S). We begin with a lemma. 

L e m m a  5.4 If  M > O, 0 < A <_ 1, and 0 > O, define 

K(M,  O, ~\) := {x E C(S) : 0 <_ z(s) < x( t)exp(Md(s,  t) ~) V s, t c S with d(s, t) <_ 0}. 

Then K := K(M,  O, A) is a closed cone in X (see Section 3 for definitions), and the set 
{x E K : [tx[t < 1} := B1 N K is compact. 

P r o o f .  We leave to the reader the exercise of proving that K is a closed cone. To prove 
that B~ 71K is compact, it suffices to prove that B1 N K is equicontinuous. If x E B1 M K, 
let So = {t E S : x(t) = 0}. Clearly So is compact (possibly empty), and the definition 
of K implies that if s E So and d(t,s) <_ O, then t C So. Thus, if s , t  E S and d(s,t)  _< 0, 
either (a) s C So and t E So or (b) s E S\SO and t C S\So. In either case we claim that if 
d(s,t) < 0 and x E B1 A K we have 

Ix(s) - x(t)I < Md(s , t )  ~, 
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which implies equicontinuity. The inequality is obvious in case (a). In case (b) the definition 
of K implies that  for d(s, t) <_ 0 we have 

t l o g ( x ( s ) ) -  log (x ( t ) ) l  < Md(s, t) 

We can assume that  0 < x(s) < x(t) _< 1, and the mean value theorem implies that  for some 
with log(x(s)) < { < log(x(t)) _< 0 we have 

F (s) -  (t)l = - exp0og( (s))) 

= exp({)[Iog(x(t)) - log(x(s))] _< Md(s,  t) a. 

This proves equicontinuity. [] 
Suppose that C is a closed cone in a real Banach space Y and L : Y + Y is a 

bounded linear map with L(C) C C. Define 

[[L][c = sup{llL(y)ll : y c C and [lY[[ -< 1} and 

ac (L )  = i n f { k  >_ 0 : a (L (B) )  <_ kct(B) V B  C C, B bounded}. 

Define (see [15]) rc(L) ,  the cone spectral radius of L, and pc(L),  the cone essential spectral 
radius of L, by 

I 1 

to(L)  := inf [[L"[[~ = l i r a  [IL"It~ and 
n_>l 

n 1 . r~ 1 
pc(L) := in f (ac (L  ) ) ;  = l i m ( a c ( L  ))~. 

n>l  

It is proved in [15] that  if pc(L) < r(L), then there exists y C C\{0} with L(y) = ry, 
r = re(L) .  In the case that  LIC is compact, this was proved by Bonsatl [3]. 

T h e o r e m  5.4 Let (S, d) be a compact metric space and suppose that A : X := C(S)  -4 X 
is given by eq. (13)_ Assume the following: 

(1) H5.1 and H5.2 are satisfied. 

(2) There exist 214o > O, 0 > O, A with 0 < A < 1 and an integer n such that for all I ~ Z~, 
we have bl E K(Mo,  O, A), where K(Mo,  O, A) is as in Lemma 5.4. 

(3) For n and 0 as in (2), there exists c with 0 < c < 1 such that 

d(wi(t),  wi(s)  ) < cnd(t, s) 

for all t, s E S with d(t, s) <_ 0 and for all I C Zn. 

(4) For all t ff S, Ezez~ bl(t) > O. 

Then there exists M > 0 such that A " ( K ( M ,  O, A)) C K ( M ,  O, ),), and A ~ has an eigenvector 
u ff K(M,O,A)  with eigenvalue (r(A)) ~ := r ~ > O. I f S  is connected, u(s) > 0 for all s E S; 
and in general 30 := {s e S : u(s) = 0} is open and closed. I f  O >_diameter(S), u(s) > 0 
for all s E S. The operator A has an eigenvector 

n - -1  

v = r-JAJ( ) e P ( s )  
j=0 

with eigenvalue r = r(A).  
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P r o o f .  Select M so tha t  Mo + Mc ~ <_ M. We claim that  A~(K) C K,  where 
/4 :=  K ( M ,  O, A). If I C Z~ and s, t E S satisfy d(s, t) <_ 0, then 

d(w,(t), Wl(S)) <_ c~d(s, t) < 0. 

It follows tha t  if d(s, t) <_ 0 and x ~ K and I E Z~, then we have 

x(w1(s)) < z(wI( t ) )exp(Md(wi(s) ,  'wj(t)) ~) < X(Wl(t))exp(Mc~d(s,  t) ~) and 

bz(s) < bt(t)exp(Mod(s, t)x). 

Using these inequalities, we find that  

= 
IEZ~ 

= ~ bx(t)x(wz(t))exp((Mo + c ~ M ) d ( s , t )  ~) 

< ((A~x)(t))exp(Md(s,  t)~). 

The above inequali ty proves that  A~(K) C K.  
By Lemma 5.4, the set {z E K : [[x[] _< 1} is compact,  so A~[K is compact  and 

pK(A ~) = 0. The constant function e is in K ,  so 

rK(d ~) > lim [IdnJ(e)[I = r(A ~) = (r(A)) ~. 
- -  j - - - ~ o o  

The opposite inequali ty is obvious, so we conclude tha t  rK(A ~) = (r(A)) '~. By assumption 
(4) and H5.1, there exists 6 > 0 with 

Z b,(t) > 6, 

and it follows that  An(e) >_ 6e and r(A n) > 6. Using the remarks which preceded Theorem 
5.4, we conclude that  there exists u C K,  Ilu][ = 1, with AS(u) = r'~u, and r = r(A). The 
proof of Lemma 5.4 showed tha t  K C X~, so u C X~. The proof of Lemma 5.4 also showed 
that  So = {t c S lu(t) = 0} is open and closed, so if S is connected, S0 must be empty. 
Similarly, we saw tha t  So = {t E S Id(t ,So) <_ 0}, so if 0 >diam(S) ,  So must  be empty. 
Finally, the fact tha t  v is an eigenvector of A with eigenvalue r follows by a straightforward 
calculation. [] 

6 P e r r o n - F r o b e n i u s  O p e r a t o r s :  E x i s t e n c e  o f  P e r i o d i c  
P o i n t s  

We now wish to give a version of Theorem 3.1 for Perron-Frobenius operators.  In order to 
do this properly, we need a slight generalization of Lemma 3.2 in which we arrange tha t  the 
functions fi of Lemma 3.2 are Lipschitzian. 

L e m m a  6.1 Let m >_ 2 be an integer and suppose that Ei, 0 < i <_ m, are closed, 
nonempty subsets of a compact metric space (S,d) and that Em = Eo. Assume also that 
Am~lEi = 0 and let r be a positive real number. Then there exist positive, Lipschizian func- 
tions fi : S --+ (O,c~), 0 <_ i <_ rn, with f,~ = fo and fi(s) = rf i- l(S)  for all s C E~ 
l < i < m .  
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P r o o f .  A compactness argument shows that there exists 5 > 0 such that  N ~ I V s ( E i )  = ~, 
where V~(Ei) := {s E S : d(s, Ei) <_ 5}. Define h~(t) = log(',') for all t E I~(E~). Because 
Cq~.~1�89 = (0, Lemma 3.1 implies that there exist continuous extensions izi : S --+ IR with 
/zi(t) = log(r) for all t E Va(Ei) and ~i=0m-1 hi(t) = 0 for all t E S. 

By compactness, there exists a finite open covering {B{(sk) : 1 < k _< n} of S, 

and center Sk. As is well-known, there exists a where B~ (sk) denotes an open ball of radius 
Lipschitz partition of unity subordinate to this covering, so there exist nonnegative, Lipschitz 
functions Ck : S --+ [0, 00), 1 < k < n, with support(r C B~(sk) and ~ = 1 C k ( t )  = 1 Ibr all 

t E S. We now define functions hi, 0 < i < m, by 

~(~) = ~r 
k ~ l  

Because Ck, 1 < k < n, is Lipschitzian, the functions hi, 1 < i < m, are Lipschitzian. We 
claim that  (a) ~i~=1 hi(t) = 0 for all t E S and (b) ]zi(t) = log(r) for all t E El, 1 < i < m. 
Claim (a) follows from the corresponding fact for the functions hi:  

m - - 1  m - 1  n n , r a - 1  

~i(~) = E Z Ck(~)k(~) = E r i~i(s~)) = 0. 
i = 0  i = 0  k = l  k = l  i = 0  

Vs(Ei) and For claim (b), notice that if t E E i  and Ck(t) r 0, then d(t, sk) < ~ and sk E 

hi(sk) = log(r). It follows that, for t E Ei, 

~(t) = ~ r ~ Ck(t)(log(r))= log(r). 
k = l  k = l  

We define gi(t) = ezp([z~(t)) and note that  9~ is Lipschitz. If we now argue as in the proof 
of Lemma 3.2, the conclusion of Lemma 6.1 follows. [] 

We can now state a version of Theorem 3.1 for Perron-Frobenius operators. As 
usual, Ax is the map induced by A on the space Xa of HSlder continuous functions on S. 

T h e o r e m  6.1 Let (S, d) be a compact metric space and assume that the following conditions 
hold: 

(a) Hypotheses 5.1, 5.2 and 5.3 are satisfied and A : X := C(S)  --+ X is defined by eq. 
(ss). 

(b) For Ao as in H5.3 and fi(A) as ira eq. (22), there ezists A, 0 < A _< A0, such that either 
~(a) < r(A) or, more generally, p(A~) < r(A). 

(c) There exist closed, nonempty sets Ei C S, 0 < i <_ m, m a prime number, such 
that E,~ = Eo, Ai~lEi = O, and whenever f E C(S)  and f lE i  = 0 for some i with 
0 < i < m - 1, it follows that Af lEi+l  O. 

(d) The spectral radius r(A) of A equals one, and there exists 8 E P ( S ) M X ~  with A(8) = O 
and O(so) > 0 for some so E E : =  uim=lEi  �9 
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Then there exist a > 0 and b > 0 and a periodic point go ~ Xx of A of minimal period m 
with aO <_ go <_ bO. 

Note tha t  Theorem 3.3 implies tha t  if r(A) = 1 and conditions (a) and (b) of 
Theorem 6.1 are satisfied, then there exists 0 C (P (S ) \{0} )  N X~ with A(O) = 0. Theorems 
3.3 and 3.4 provide conditions under which one can also guarantee tha t  O(so) > 0 for some 

s o E E .  
P r o o f  o f  T h e o r e m  6.1. By Lemma 6.t ,  there exist Lipschitzian functions 

fi C Po(S), 0 <_ i < m, with f m =  f0 and s = rfi_liEi for 1 < i < m, where r 
is a positive real number, r =~ 1. Replacing the functions fi by j~ := Ofi, we see tha t  for 
1 < i < m, fi e XA, ~[Ei = r/ i- l iEi ,  and there exist positive reals a and b with aO < fi <__ bO. 

We now proceed as in the proof of Theorem 3.1. Define YA m-1 = [Ii=o XA to be 
the Banach space of ordered m-tuples y = ( x 0 , x i , ' " , x m - a )  of elements of Xx, and let 
~A : Y~ -+ Y~ be defined by 

4h((xo, z l , - - . ,  xm-1)) = (A~xm-1, AAxo, A~x i , . . - ,  Axzm_z). 

Define a set CA C 1~ by 

Cx := { (g0 ,g l , " "  ,9,~-~) E YA : aO < 9j <- bO and gjlEj = rgj_~]Ej for 1 < j < m}. 

As usual, in the previous equation indices are writ ten mod m, so 9m -----  go. Our previous 
remarks show tha t  (f0, f l , ' " ,  f,~-l) C C~, so C~ ~ 0. One easily sees tha t  CA is closed and 
convex, and the same argument as in Theorem 3.1 shows that, ~A(CA) C CA. 

If g = (9o, gt," �9 ", 9,~-1) C CA, note that  

~m(9)  k,~ k,~ A~mgm,~). =(A~  9o, A~ g l , ' " ,  

Note also tha t  A m is a Perron-Frobeniu s operator  and that  p(A'~) = (p(A~)) m < 1. If i is 
the inclusion map of XA into X,  we obviously have that  

HiA~m(gj)l] < bl]011 for k > 1 ,  

so Theorem 5.1 implies that  {A~m(gj) : k > 0} := Sj is bounded in the X~ norm for each j, 
0 < j < m - 1. Since p(A~) < 1, select u > 1 and c < 1 such that  c~(A~ m) = C < 1. (Here 
a denotes the measure of noncompactness in X~.) Since A~'~(S3) differs from Sj by only a 
finite set, we have o~(A~m(sj)) = a (S j ) ,  so we conclude that  

~(s3) = ~(A[m(Sj)) <_ c~(Sj), 

and o~(Sj) = O, 0 < j < m -  1. I t  follows that  {~>~m(g) lk  > O} has compact  closure in 
XA for every g E CA. Since ~ ( g )  E CA ifO _< g < m -  1 and 9 E CA, it follows that  
{~m+u(9)  : k _> O} has compact closure in XA for 9 C CA and 0 _< # _< m - t.  One derives 
from this that  {~i (g)  : J -> 0} has compact  closure in XA for every g C CA. 

Now take a fixed h C CA and define DA by 

DA := K6({~i(h) ] j > 0}) C CA. 
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Mazur 's  theorem implies that  DA is a compact,  convex set in Xx, and one easily checks tha t  
�9 a(Dx) C De, so Schauder's fixed point theorem implies that  asa has a fixed point g0 E Dx. 
The remainder of the proof now follows as in Theorem 3.1. [] 

Our  next corollary gives a simple s i tuat ion in which condit ion (c) of Theorem 6.1 
is satisfied. 

C o r o l l a r y  6.1 Let hypotheses be as in Theorem 6.1, except replace condition (c) by the 
following assumption: 

( 7 )  For a prime number m, there exist closed, nonempty sets Ej C S, 0 < j < m, with 
Em = Eo and N~:IE J -- 0 such that w{(Ej) C Ej-1 for 1 < j <_ m and i >_ O. 

Then the conclusion of Theorem 6.1 remains valid. 

P r o o f .  The reader can verify that  condition (7) of Corollary 6.1 implies condition (e) of 
Theorem 6.1. [] 

Corollary 6.1 shows why the assumptions of Corollary 5.1 are much too restrictive 
if one is interested in periodic points. For suppose condition ( 7 )  of Corollary 6.1 is satisfied. 
Then there cannot exist a positive integer k and I E Z-~ such tha t  wr is a Lipschitz map 
with Lipschitz constant  e < 1. For suppose, by way of contradiction, that  such an I exists. 
Condition (7) implies that  w'~(Ek) C Ek for 1 < k < m. Because w~ is a contraction, w~' 
has a fixed point zk E EL for 1 < k < m; and the condition tha t  nk~=iEk = 0 implies that  
there must exist 1 _< k < l < m with zk =fi zl. Thus the contraction mapping w~ has two 
distinct  fixed points, a contradiction. 

To i l lustrate the use of Theorem 6.1 and Corollary 6.1 we consider a slight variant 
of the operator  studied in Corollary 5.2. Let S = [0, 1] and let k _> 1 denote a fixed real 
number. Define A : X := C(S)  --+ X by 

A calculation yields 

(A2x)(t) = 

(Ax)(t)  = tx((1 - t) k) + (1 - t)x(1 - t e) 

t(l - t)kx((l - (I - t)k) k) + t(l - (i - t)k)x(l - (I - t) k~) 

+(I - t)(l - t~)x(t ~) + (I - t)t%(i - (i - ?)~). 

(35) 

P r o o f .  We argue as in Corollary 5.2. If e denotes the function identically equal to one. 
then A(e) = e, so r(A) = 1. By Theorem 5.1, we will obtain that  p ( A J  < 1 for 0 < A _< 1 if 
we can prove that  pro(l) < 1 for some m >_ 1 (see equations (19) and (20)). Using Remark 

C o r o l l a r y  6.2 Let A : X := C([0,1]) --+ X be the map given by eq. (35). Then for all 
k >_ 1 we h a y e r ( A ) = 1 .  There exists6, 0 < 6 < ] ,  such that if k > 2 - 6  and O < A <_ 1, 
then p(Ax) < 1 = r (d)  and A satisfies conditions (a), (b), (e) and (d) of Theorem 5.1. I f  
k > 2 -  6, the map A has a periodic point 9o e Po(S) of minimal period 2. I f  k > 1 and c~ E ~7 
is an eigenvalue of ,7~ and [c~[ = 1, then a = 1 or ce = - 1 .  I l k  > 1, 1 is an eigenvalues of A 
of algebraic multiplicity one," and if - 1  is an eigenvalue of A, it is of algebraic 'multiplicity 
1. I l k  > 2 -  6, - 1  is an an eigenvalue of A. 
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5.2 and eq. (30) f o r m  = 1 or rn = 2 and A = 1, we find tha t  it  suffices to prove that  
m a x { k ~ h ( t ; k )  : 0 < t < 1} < 1 o r  max{k2cz2(t;k) : 0 < t < 1} < 1, where crl(t; k) and 
cr2(t; k) are as in the proof of Corollary 5.2. Thus it follows from the proof of Corollary 5.2 
tha t  there exists 6, 0 < 6 < 1, such tha t  if k > 2 -  6, then p(Aa) < 1 for 0 < A _< 1. Theorem 
5.1 now implies tha t  (for k > 2 - 6 ) A satisfies (a), (b), (c) and (d) of Theorem 5.1. 

Now define E0 = {0} and E1 = {1}. For any z E X,  (Az)(1) = z(0) and 
(Az)(O) = z(1), so one easily sees that  E0 and E1 s a t i s~  condit ion (c) of Theorem 6.1 
with rn = 2. We have already checked the other hypotheses of Theorem 6.1, so (for k > 2 - 6  
) A has a periodic point 90 E P o ( S ) o f  minimal  period 2. 

If k > 2 - 6 and 91 := A(go), then go - gl is an eigenvector of A with eigenvalue - 1 .  
If k > 1 and o~ E C is an eigenvalue of A of modulus one and if u E ) (  is a corresponding 
eigenvector, we obtain from our formula for A 2 that  

(.~2u)(O) = u(O) = oe2u(O) and (-A2u)(1) = u(1) = c~2u(1). 

If u(0) # 0 or u(1) -~ 0, it follows tha t  c~ 2 = 1. If u(0) -- 0 and u(1) = 0, we argue as in Theo- 
rem 5.3 and Corollary 5.3. Let M = m a x { l u ( t ) l  : t E S} and E0 = {t C [0, 1] : l u ( t ) l  = M}. 
Our assumptions imply tha t  E0 C (0, 1). Because I(A2u)(t)l = l u(t)!, arguing as in Theorem 
5.3 and using the formula for A 2 we see tha t  if t E E0, then t k2 E E0. I terat ing,  we find tha t  

t k2~ E E0; and since k > 1, we obtain by let t ing n --+ oo tha t  0 E E0, a contradiction. 
Thus we have proved tha t  if k > 1 and u is an eigenvector of .~2 with eigenvalue 

/3 E C of modulus one, then/3 = 1 and u(0) r 0 or v.(1) # 0. 
Suppose now that  we have two linearly independent fixed points e and 9 of .~2. If 

h0 :=  g - g ( O ) e ,  we must have tha t  h0(1) r 0; otherwise, h0 will be a fixed point  offi~ ~ which 
vanishes at  0 and 1. By mult iplying h0 by a constant, we obtain a fixed point h of .~2 with 
h(0) = 0 and h(1) = 1. If v is any fixed point  o f .~2  there exist constants c and d such that  
v - ce - dh vanishes at  0 and 1. Since v - ce - dh is a fixed point  of .~2 it follows from 
our previous remarks that  v = ce + dh, so {x E 2? I fi~2(z) = x} is two dimensional. Because 
A2(e) = e and e E Po(S),  we know tha t  {llAkll : k _> 1} is bounded,  and our  previous 
theorems imply tha t  

{x E 21A2(~)  = x} = {x e 2 1 ( Z  - A2)~(x) = x for some j _> 0}. 

If A has an eigenvalue - 1 ,  g must correspond to an eigenvalue - 1 ,  and the corollary follows 
easily. If A does not have an eigenvalue - 1 .  there cannot exist an element g as above. For 
if g exists and - 1  is not an eigenvalue, one easily argues (work in the linear space spanned 
by g and A(g) )  tha t  A(g)  = g. However, this implies that  g(0) = g(1), which gives the 
contradict ion tha t  h0(1) = 0. It follows that  if - 1  is not an eigenvalue of A, 1 is still an 
eigenvalue o f / ]  of algebraic mult ipl ici ty one. [] 

As in the case of Corollary 5.2, we conjecture that  if k > 1, A has a periodic point 
of minimal  period 2. If k = 1, A x ( t )  = x(1 - t) and 1 and -1 are eigenvalues of infinite 
multiplicity. 

A c k n o w l e d g e m e n t s .  Thanks are due to the referee for a careful reading and for some 
useful suggestions. 
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