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Abstract

Perfectly Matched Layers (PML) has become a very common method for the
numerical approximation of wave and wave-like equations on unbounded domains.
This technique allows one to obtain accurate solutions while working on a finite
computational domain, and the technique is relatively simple to implement. Re-
sults concerning the accuracy of the PML method have been obtained, but mostly
with regard problems at a fixed frequency. In this paper we provide very ex-
plicit time-domain bounds on the accuracy of PML for the two-dimensional wave
equation, and illustrate our conclusions with some numerical examples.

1 Introduction

Perfectly Matched Layers (PML) is a technique first proposed in [2, 3] to address the

challenge of numerically approximating solutions to Maxwell’s equations and related

PDEs posed on unbounded domains, but in which the solution is of interest only

on some bounded subdomain. The challenge is to limit computation to this smaller

subdomain or some modestly larger region. For example, we may seek a solution to

the wave equation with compactly supported initial data on Rn, but the only region of

interest for the solution is a ball B centered at the origin. This might be approached by

enclosing B in a larger ball BR of radius R and then solving the wave equation on BR
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with some boundary conditions, for example, zero Dirichlet conditions. However for

sufficiently large times this results in reflections at the computational domain boundary

∂BR that eventually corrupt the full-space solution in B. Attempting to circumvent

this by making R larger may result in a great deal of unnecessary work. PML provides

a method for altering and extending the PDE beyond the region of interest in such

a way that solutions in B are unchanged but attenuate quickly in the “PML region”

outside B; moreover, no reflections are generated at the interface between B and the

PML region. Since solutions are quickly attenuated in the PML region, the process

of solving the modified PDEs on a truncated domain BR results in minimal alteration

of the solution in B. One can thus produce accurate solutions to the full-space PDE

while working on a finite computational domain.

PML has gained popularity because it is relatively straightforward to implement,

efficient, and in practice performs well. It has been applied in numerous contexts, e.g.,

the acoustic wave equation [6, 9], Maxwell’s equations [1, 2, 3], seismic wave analysis

[10], the linearized Euler’s equation in fluids [7], and other areas. The implementation

of PML for the monochromatic reduced wave equation, the Helmholtz equation, has

certain similarities to the passive “cloaking by mapping technique” employed to achieve

approximate invisibility.

The application of the PML technique to a scalar PDE or a system of PDEs typically

results in the addition of some number of auxiliary functions, as well as additional

equations. A variety of interesting questions arise, for example, the issue of whether

the resulting system well-posed and stable; see for example [1] or [6]. The numerical

methods used to solve the PML PDEs can also have an effect on the performance

of this method, since the reflectionless property enjoyed at the PML interface in the

continuous case may not hold perfectly when discretized. See [5] for a survey of progress

on this question.

Of paramount importance for computation is the issue of how well the solutions

to the PML-modified system (or a version posed on a finite computational domain)

approximate the solution to the original PDE on the unbounded domain. Analysis of

the accuracy of PML for approximation of the full-space solution to specific PDEs has

been addressed and some rigorous error estimates have been derived, but primarily for

the monochromatic (single frequency) reduced wave equation (the Helmholtz equation)

and other fixed frequency cases; see for example [11, 13]. To the best of our knowl-

edge the situation is somewhat different in the time-domain. There have been several

numerical studies for the wave equation [9, 13], but few explicit analytical estimates

have appeared. One notable result is [4], in which the authors provide a time-domain
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estimate for the accuracy of the PML technique applied to the wave equation when

the region of interest is the left half-plane and a PML region is introduced in the right

half-plane. Their Theorem 4 provides a time-domain estimate with regard to the supre-

mum norm for agreement between the full-space wave equation and the PML modified

system.

Our contribution in this paper is to provide a very simple derivation of error es-

timates in the time domain when the region of interest is the unit disk in the plane,

based on Fourier analysis, the construction of explicit solutions, and straightforward

estimates for the monochromatic case.

Specifically, as our time-dependent problem we take a 2 + 1 dimensional problem

of the form utt−∆u = f(t, x) in (0,∞)× IR2, the inhomogeneous wave equation, with

initial data u(0, x) = ut(0, x) = 0 for x ∈ IR2. We assume that for all t, the function

f(t, ·) is compactly supported in the unit ball B1 centered at the origin. The goal is to

approximate the solution u(t, x) for x ∈ B1 while performing computations only on a

ball of radius R > 1.

In Section 2 we work in (r, θ) polar coordinates to construct explicit solutions to

this inhomogeneous wave equation, and then in Section 3 we consider a PML-modified

version of these solutions. These modified solutions are defined on a ball of radius

R > 1 and have zero Dirichlet data on r = R. Moreover, these solutions agree closely

and quantifiably in the supremum norm with the full-space solution u(t, x) for x in

the unit ball for t > 0. These solutions are constructed using the “complex change-

of-coordinates” approach (see [8] for a simple treatment of this PML technique). In

Section 4 we provide an example and general conclusion concerning the efficacy of PML

in the time domain. In Sections 5 and 6 we show that these PML-modified solutions

satisfy a certain system of PDEs in the plane with specific initial data. Finally in

Section 7 we illustrate our conclusions with a few simple numerical experiments.

2 The Inhomogeneous wave equation on the plane

In this section we shall first derive an explicit expression for the solution to the following

initial value problem for the linear wave equation with wave speed c = 1,

utt −∆u = f(t, x) in (0,∞)× IR2 , (1)

u(0, x) = ut(0, x) = 0 for x ∈ IR2 .
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We shall take f(t, x) to be supported in (0,∞)× { |x| ≤ 1
2 } and of the special form

f(t, r, θ) =
N∑

n=0

cosnθ fn(t, r) (2)

where (r, θ) are standard polar coordinates. If we extend both u and f to be zero for

t ≤ 0 (i.e., all the fn vanish for t ≤ 0) then u solves (1) in (−∞,∞)× IR2.

We define functions f̂(ω, x) = 1√
2π

∫∞
0 eiωtf(t, x) dt and û(ω, x) = 1√

2π

∫∞
0 eiωtu(t, x) dt,

ω ∈ IR. We assume that f is real-valued, and therefore u as well, and so we have

û(−ω, x) = û(ω, x) and f̂(−ω, x) = f̂(ω, x) .

The standard inversion formula for the Fourier Transform (in the case of u) may now

be rewritten as

u(t, x) = 2ℜ
(

1√
2π

∫ ∞

0
e−iωtû(ω, x) dω

)
.

For these reasons it suffices to only consider û(ω, x) for ω > 0. From (1) it follows that

the functions û(ω, x) and f̂(ω, x), ω > 0, are related by

−ω2û(ω, x)−∆xû(ω, x) = f̂(ω, x) x ∈ IR2 ,

with û satisfying the outgoing radiation condition (see [14] for a derivation of this).

From ∆x = 1
r

(
∂
∂r

(
r ∂
∂r

))
− 1

r2
∂2

∂θ2
and the form of f in (2) we conclude that

û(ω, x) = û(ω, r, θ) = −
N∑

n=0

cosnθ ϕ̂n(ω, r) , (3)

where each function ϕ̂n(ω, r) satisfies

1

r

∂

∂r

(
r
∂

∂r
ϕ̂n

)
+

(
ω2 − n2

r2

)
ϕ̂n = f̂n(ω, r) ,

in addition to the outgoing radiation condition.

We define function ψ̃n by the relationship ϕ̂n(ω, r) = ψ̃n(ω, ωr). The function ψ̃n

satisfies the inhomogeneous Bessel equation

1

r

∂

∂r

(
r
∂

∂r
ψ̃n

)
+

(
1− n2

r2

)
ψ̂n =

1

ω2
f̂n(ω,

r

ω
) ,

or
∂2

∂r2
ψ̃n +

1

r

∂

∂r
ψ̃n +

(
1− n2

r2

)
ψ̃n =

1

ω2
f̂n(ω,

r

ω
) , (4)
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as well as the outgoing radiation condition (with ω = 1). Note that the Bessel functions

Jn(r) and Yn(r) provide independent solutions to the homogeneous version of (4),

with Wronskian Jn(r)Y
′
n(r) − J ′

n(r)Yn(r) = 2/(πr). A straightforward variation of

parameters computation then shows that solutions to (4) take the form

ψ̃n(ω, r) =
π

2
Yn(r)

∫ r

0

sJn(s)

ω2
f̂n(ω,

s

ω
) ds− π

2
Jn(r)

∫ r

0

sYn(s)

ω2
f̂n(ω,

s

ω
) ds

+c1,n,ωJn(r) + c2,n,ωYn(r)

for arbitrary constants c1,n,ω and c2,n,ω.

It is convenient to switch the limits of integration in the second integral above and

use the fact that f(t, r, θ) is supported in |r| < 1/2 to express ψ̃n in the form

ψ̃n(ω, r) =
π

2
Yn(r)

∫ r

0

sJn(s)

ω2
f̂n(ω,

s

ω
) ds+

π

2
Jn(r)

∫ ω/2

r

sYn(s)

ω2
f̂n(ω,

s

ω
) ds

+c1,n,ωJn(r) + c2,n,ωYn(r)

=
π

2
Yn(r)

∫ r/ω

0
Jn(ωs)sf̂n(ω, s) ds+

π

2
Jn(r)

∫ 1/2

r/ω
Yn(ωs)sf̂n(ω, s) ds

+c1,n,ωJn(r) + c2,n,ωYn(r) (5)

= Zn(ω, r) + c1,n,ωJn(r) + c2,n,ωYn(r) ,

where we make a substitution s → ωs in both integrals in the first line to obtain the

integral in (5). For fixed ω > 0 one has the well known asymptotics (see [15])

J0(ωs) ≈ 1 as s→ 0 and Jn(ωs) ≈
1

n!

(ωs
2

)n
as s→ 0 for any n ≥ 1 ,

Y0(ωs) ≈
2

π
logωs as s→ 0+ and Yn(ωs) ≈ −(n− 1)!

π

(ωs
2

)−n
as s→ 0+ for any n ≥ 1 .

Due to these asymptotic relations the particular solution Zn(ω, r) is bounded as r → 0

for all n ≥ 0. In order for the function ψ̃n to be bounded as r → 0 we thus need that

the constant c2,n,ω equals 0. Finally, to enforce that ψ̃n satisfies the outgoing radiation

condition we must have that

c1,n,ω = −iπ
2

∫ 1/2

0
Jn(ωs)sf̂n(ω, s) ds ,

because in that case ψ̃n becomes proportional to the Hänkel function H
(1)
n (r) = Jn(r)+

iYn(r) for r > ω/2 (note that for r > ω/2 the integral multiplied by Jn(r) in (5) equals

0.)
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We can now return to the relation ϕ̂n(ω, r) = ψ̃n(ω, ωr) to conclude (for ω > 0)

that1

ϕ̂n(ω, r) =
π

2
Yn(ωr)

∫ r

0
Jn(ωs)sf̂n(ω, s) ds (6)

+
π

2
Jn(ωr)

(∫ 1/2

r
Yn(ωs)sf̂n(ω, s) ds− i

∫ 1/2

0
Jn(ωs)sf̂n(ω, s) ds

)
.

In particular, for R > 1/2 the integral in (6) with limits r = R to r = 1/2 vanishes

and we have

ϕ̂n(ω,R) = −iπ
2
(Jn(ωR) + iYn(ωR))

∫ 1/2

0
Jn(ωs)sf̂n(ω, s) ds

= −iπ
2
H(1)

n (ωR)

∫ 1/2

0
Jn(ωs)sf̂n(ω, s) ds . (7)

In combination with (3) this now yields

û(ω,R, θ) = i
π

2

N∑
n=0

cosnθH(1)
n (ωR)

∫ 1/2

0
Jn(ωs)sf̂n(ω, s) ds , (8)

for any R > 1/2, ω > 0.

Remark 1. From the above formula and the aforementioned formula for the inversion

of the Fourier Transform we get, for R > 1/2,

u(0, R, θ) = −ℑ
√
π

2

N∑
n=0

cosnθ

∫ ∞

0
H(1)

n (ωR)

∫ 1/2

0
Jn(ωs)sf̂n(ω, s) ds dω

= −
√
π

2

N∑
n=0

cosnθ

∫ 1/2

0
s

∫ ∞

0
Jn(ωs)

(
Yn(ωR)ℜf̂n(ω, s)

+Jn(ωR)ℑf̂n(ω, s)
)
dω ds ,

1The formula (6) only holds for ω > 0; to maintain the identity (3) for all ω ∈ IR, we define

ϕ̂n(ω, r) = ϕ̂n(−ω, r) for ω < 0
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as well as

∂u

∂t
(0, R, θ) = ℜ

√
π

2

N∑
n=0

cosnθ

∫ ∞

0
ωH(1)

n (ωR)

∫ 1/2

0
Jn(ωs)sf̂n(ω, s) ds dω

=

√
π

2

N∑
n=0

cosnθ

∫ 1/2

0
s

∫ ∞

0
ωJn(ωs)

(
Jn(ωR)ℜf̂n(ω, s)

−Yn(ωR)ℑf̂n(ω, s)
)
dω ds .

Now consider the special case N = 0 and f0(t, r) = 1{0<t<2L} × 1{r< 1
2
}, then

f̂0(ω, r) =
1√
2π

(
sin 2Lω

ω
+ i2

sin2 Lω

ω

)
for r < 1/2 .

and f̂0(ω, r) = 0 for r > 1/2. Therefore, in this case actually for R > 1/2,

u(0, R, θ) = −1

2

∫ 1/2

0
s

∫ ∞

0
J0(ωs)

(
Y0(ωR)

sin 2Lω

ω
(9)

+2J0(ωR)ℑ
sin2 Lω

ω

)
dω ds

= −1

4
I1(R)

with

I1(R) =

∫ ∞

0

J1(ω/2)

ω

(
Y0(ωR)

sin 2Lω

ω
+ 2J0(ωR)

sin2 Lω

ω

)
dω ,

and, similarly
∂u

∂t
(0, R, θ) =

1

4
I2(R) (10)

with

I2(R) =

∫ ∞

0
J1(ω/2)

(
J0(ωR)

sin 2Lω

ω
− 2Y0(ωR)

sin2 Lω

ω

)
dω .

The left and right panels in Figure 1 show the graphs of the functions I1(R) and

I2(R), which are consistent with the fact that u(0, ·) = ∂u
∂t (0, ·) = 0 in our initial value

problem for the wave equation, and the fact that the formulas (9-10) hold for R > 1/2.

Note that these integrals do not represent u(0, ·) or ∂u
∂t (0, ·) for R < 1/2.
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Figure 1: Left panel: graph of I1(R) for 0 ≤ R ≤ 3 with L = 3. Right panel: graph of
I2(R) for 0 ≤ R ≤ 3 with L = 3.

3 A PML-modified solution

Let α(·) be a smooth monotone function on [0,∞), with

α(r) = 0 for 0 ≤ r ≤ 1 , and α(r) = α0 > 0 for 2 ≤ r . (11)

We define an auxiliary function V associated with the wave equation (1) via its Fourier

transform V̂ with respect to t according to

V̂ (ω, r, θ) = û(ω, r(1 + iα(r)/ω), θ)

= i
π

2

N∑
n=0

cosnθH(1)
n (ωr

(
1 + i

α(r)

ω

)
)

∫ 1/2

0
Jn(ωs)sf̂n(ω, s) ds, (12)

for r > 1/2 2, and

V̂ (ω, r, θ) = û(ω, r, θ) = −
N∑

n=0

cosnθ ϕ̂n(ω, r) (13)

2For 1/2 < r < 1, or more precisely, when α(r) = 0, the formula (12) only applies to ω > 0, for

ω < 0 we define V̂ (ω, r, θ) = V̂ (−ω, r, θ).
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for 0 ≤ r ≤ 1/2, where ϕ̂n(ω, r) is given by (6). We have effectively defined V̂ to equal

û as given by (8) but along a deformed path in the complex r-plane parameterized by

r(1 + iα(r)/ω) for r > 0. Note that for any ω > 0 and r > 1/2 the Hänkel functions

H
(1)
n are defined and analytic on this path. Also, given the properties of α and the

expression for ϕ̂n in (6)-(7) we see from (12)-(13) that V̂ transitions smoothly across

r = 1/2.

For a fixed (large) R > 1/2, we also define

Ŵ (ω, r, θ) = −iπ
2

N∑
n=0

dn cosnθJn(ωr(1 + iα(r)/ω))

where the coefficients dn are given by

dn(ω) =
H

(1)
n (ωR(1 + iα(R)/ω)

Jn(ωR(1 + iα(R)/ω)

∫ 1/2

0
Jn(ωs)sf̂n(ω, s) ds . (14)

Lemma 1. Let upml(t, r, θ) be defined as the inverse Fourier transform in time of the

function

ûpml = V̂ (ω, r, θ) + Ŵ (ω, r, θ). (15)

Then for r < R we conclude that upml is real-valued. We will refer to this as the “R-

truncated PML version” of the solution to the wave equation (1). 3 Also, upml(t, R, θ) =

0 for all t > 0 and θ, and

upml(0, r, θ) =
∂upml

∂t
(0, r, θ) = 0

for all r < R and θ.

Proof: From the symmetries stated in Lemma 3 and Lemma 5 of the Appendix

and the symmetries of ϕ̂n and dn (see (28)) we obtain the symmetries

V̂ (−ω, r, θ) = V̂ (ω, r, θ) and Ŵ (−ω, r, θ) = Ŵ (ω, r, θ) ,

also when α(r) > 0. We conclude that upml as given by (15) is the Fourier Transform of

a real valued function We also note that ûpml(ω, r, θ) (and thus upml(t, r, θ)) vanishes

at r = R, and that according to (3)-(8) and (12)-(13) û = V̂ for r < 1, since α(r)

vanishes there. Finally, contour integration of Ŵ (ω, r, θ) and V̂ (ω, r, θ) (the latter for

3In other words the R-truncated PML version of the solution to the wave equation (1) is given by

upml(t, r, θ) = 2ℜ
(

1√
2π

∫∞
0

e−iωt(V̂ (ω, r, θ) + Ŵ (ω, r, θ)) dω
)
, r < R.



Bryan and Vogelius PML 10

r > 1/2) in the complex upper half-plane, with a semi-circular arc expanding to ∞,

yields that∫ ∞

−∞
Ŵ (ω, r, θ) dω = 0 , for r > 0 , and

∫ ∞

−∞
V̂ (ω, r, θ) dω = 0 , for r > 1/2 ,

provided the functions f̂n(·, s) are analytic and uniformly bounded in the complex upper

half-plane (here we also use the asymptotics of the Hänkel functions given below). This,

in combination with the fact that V = u for r < 1 shows that

V (0, r, θ) =W (0, r, θ) = 0 and thus upml(0, r, θ) = 0 for all r < R and all θ .

Under the additional assumption that the functions f̂n(ω, s) go to zero as |ω|−1 as

|ω| → ∞ in the complex upper half-plane, one may similarly show that

∂

∂t
V (0, r, θ) =

∂

∂t
W (0, r, θ) = 0 and thus

∂

∂t
upml(0, r, θ) = 0

for all r < R and all θ. This establishes Lemma 1.

The difference between the solution to the infinite space wave equation (1) and the

R-truncated PML version upml of Lemma 1 is on the region 0 ≤ r ≤ 1 exactly given

by

W (t, r, θ) =

√
2

π
ℜ
∫ ∞

0
e−itωŴ (ω, r, θ) dω

=

√
π

2

N∑
n=0

cosnθ

×ℑ
∫ ∞

0
e−itωH

(1)
n (ωR (1 + iα(R)/ω))

Jn(ωR (1 + iα(R)/ω))
Jn(ωr)

∫ 1/2

0
Jn(ωs)sf̂n(ω, s) ds dω .

If we furthermore assume that R > 2 then this simplifies to

W (t, r, θ) =

√
π

2

N∑
n=0

cosnθ

×ℑ
∫ ∞

0
e−itωH

(1)
n ((ω + iα0)R)

Jn((ω + iα0)R)
Jn(ωr)

∫ 1/2

0
Jn(ωs)sf̂n(ω, s) ds dω .(16)
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We have the following asymptotic results for the Hänkel functions of the first and

second kind

H(1)
n (z) =

(
2

πz

) 1
2

ei(z−
n
2
− 1

4
π)

(
1 +O(

1

|z|
)

)
, − π < arg(z) < π,

and

H(2)
n (z) =

(
2

πz

) 1
2

e−i(z−n
2
− 1

4
π)

(
1 +O(

1

|z|
)

)
, − π < arg(z) < π.

These asymptotic formulae are valid uniformly for arg(z) ∈ (−π + δ, π − δ) for any

δ > 0 (see [15] section 7.2) In particular, if we consider z of the form z = (ω + iα0)R

with α0 > 0 fixed, then

H(1)
n ((ω + iα0)R) =

(
2

π(ω + iα0)

) 1
2

R−1/2e−α0 R+iωR−i(n
2
+ 1

4
π)

(
1 +O(

1

α0R
)

)
,

uniformly in ω ≥ 0, R > 1, and

H(2)
n ((ω + iα0)R) =

(
2

π(ω + iα0)

) 1
2

R−1/2eα0 R−iωR+i(n
2
+ 1

4
π)

(
1 +O(

1

α0R
)

)
,

uniformly in ω ≥ 0, R > 1. In combination with the fact that

Jn(z) =
1

2

(
H(1)

n (z) +H(2)
n (z)

)
,

we thus arrive at

Lemma 2. The ratio H
(1)
n ((ω+iα0)R)
Jn((ω+iα0)R) equals 2e−2α0 R+i2ωR−i(n+π

2
) (1 +O(1/(α0R)), where

the term O(1/(α0R)) converges to zero as R→ ∞ uniformly with respect to ω ≥ 0 for

any fixed real number α0 > 0 and any fixed integer n ≥ 0. As a consequence, given any

fixed α0 > 0 and n ≥ 0 there exist positive constants R0, c and C (independent of ω

and R) such that

ce−2α0 R ≤

∣∣∣∣∣H(1)
n ((ω + iα0)R)

Jn((ω + iα0)R)

∣∣∣∣∣ ≤ Ce−2α0 R ,

for all ω ≥ 0 and R > R0.

Remark 2. Due to the continuity and non-vanishing of the expression

∣∣∣∣H(1)
n ((ω+iα0)R)
Jn((ω+iα0)R)

∣∣∣∣
it is very easy to see that we may take R0 to be any fixed positive number, for example

R0 = 2.
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4 An example

For a fixed L > 0 let us take fn(t, r) = an1{0<t<2L} × 1{r< 1
2
}. In that case

f̂n(ω, r) = an

√
2

π

eiLω

ω
sinLω (17)

= an
1√
2π

sin 2Lω

ω
+ ian

√
2

π

sin2 Lω

ω
for r < 1/2 .

and f̂n(ω, r) = 0 for r > 1/2. If we also assume that r < 1 and R > 2 then W (t, r, θ)

defined by (16) takes the form

W (t, r, θ) =
N∑

n=0

an cosnθ

×ℑ
∫ ∞

0

ei(L−t)ω

ω
sinLω

H
(1)
n (ωR

(
1 + iα0

ω

)
)

Jn(ωR
(
1 + iα0

ω

)
)
Jn(ωr)

∫ 1/2

0
Jn(ωs)s ds dω

if we note that f̂n(ω, r) in the first line of (17) is independent of r, so that f̂n(ω, s) may

be pulled out of the ds integral above.

We now proceed to estimate this W (t, r, θ), for r < 1, using the estimate in Propo-

sition 2.

|W (t, r, θ)| ≤ Ce−2α0 R
N∑

n=0

|an|
∫ ∞

0

|Jn(ωr)|
ω

|sinLω|

∣∣∣∣∣
∫ 1/2

0
Jn(ωs)s ds

∣∣∣∣∣ dω
≤ Ce−2α0 R

N∑
n=0

|an|
∫ ∞

0

|Jn(ωr)|
ω

min{1, Lω}

∣∣∣∣∣
∫ 1/2

0
Jn(ωs)s ds

∣∣∣∣∣ dω
= Ce−2α0 R

N∑
n=0

|an|L
∫ 1/L

0
|Jn(ωr)|

∣∣∣∣∣
∫ 1/2

0
Jn(ωs)s ds

∣∣∣∣∣ dω (18)

+Ce−2α0 R
N∑

n=0

|an|
∫ ∞

1/L

|Jn(ωr)|
ω

∣∣∣∣∣
∫ 1/2

0
Jn(ωs)s ds

∣∣∣∣∣ dω .

A simple calculation gives that∣∣∣∣∣
∫ 1/2

0
Jn(ωs)s ds

∣∣∣∣∣ = ω−2

∣∣∣∣∣
∫ ω/2

0
Jn(s)s ds

∣∣∣∣∣ ,
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for ω > 0. As Jn(x) is asymptotic to xn

2nn! as x → 0, and Jn(x) is bounded by Cx−1/2

for x > 1 it follows that ∣∣∣∣∣
∫ ω/2

0
Jn(s)s ds

∣∣∣∣∣ ≤ Cmin{ωn+2, ω3/2}

so that, altogether∣∣∣∣∣
∫ 1/2

0
Jn(ωs)s ds

∣∣∣∣∣ ≤ Cmin{ωn, ω−1/2} ≤ Cmin{1, ω−1/2}.

From these estimates it follows immediately that

L

∫ 1/L

0
|Jn(ωr)|

∣∣∣∣∣
∫ 1/2

0
Jn(ωs)s ds

∣∣∣∣∣ dω ≤ C , for 0 ≤ n ≤ N , (19)

and ∫ ∞

1/L

|Jn(ωr)|
ω

∣∣∣∣∣
∫ 1/2

0
Jn(ωs)s ds

∣∣∣∣∣ dω
=

∫ max{1,1/L}

1/L

|Jn(ωr)|
ω

∣∣∣∣∣
∫ 1/2

0
Jn(ωs)s ds

∣∣∣∣∣ dω
+

∫ ∞

max{1,1/L}

|Jn(ωr)|
ω

∣∣∣∣∣
∫ 1/2

0
Jn(ωs)s ds

∣∣∣∣∣ dω
≤ C

∫ 1

0
ωn−1 dω + C

∫ ∞

1
ω−3/2 dω ≤ C , for 1 ≤ n ≤ N , (20)

whereas for n = 0 ∫ ∞

1/L

|J0(ωr)|
ω

∣∣∣∣∣
∫ 1/2

0
J0(ωs)s ds

∣∣∣∣∣ dω
=

∫ max{1,1/L}

1/L
ω−1 dω +

∫ ∞

max{1,1/L}
ω−3/2

≤ C(| logL|+ 1) . (21)

Inserting (19)-(21) into the estimate (18)we now obtain

|W (t, r, θ)| ≤ Ce−2α0 R

(
N∑

n=1

|an|+ (| logL|+ 1)|a0|

)
for r < 1, t > 0 and θ ∈ [0, 2π]. The constant C depends on α0 and N , but is

independent of r, t, θ, R and an, as well as L. In summary we have thus proven
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Proposition 1. Let f(t, r, θ) = fL(t, r)
∑N

n=0 an cos(nθ) with fL(t, r) = 1{0<t<2L} ×
1{r< 1

2
}, and let u be the solution to the inhomogeneous full space wave equation (1)

with this right hand side. If upml denotes the R-truncated PML solution, whose Fourier

transform is given by (15) for some fixed α0 > 0, then

max
0 ≤ t, 0 ≤ r < 1,

0 ≤ θ < 2π

|u(t, r, θ)−upml(t, r.θ)| ≤ Ce−2α0 R

(
N∑

n=1

|an|+ (| logL|+ 1)|a0|

)
.

The constant C is independent of R, {an} and L.

Remark 3. A similar estimation would hold for any function g(t, r) (in place of

fL(t, r)) whose Fourier transform is analytic in the complex upper half-plane and goes

to zero as |ω|−1 when ω → ∞ in the same half-plane.

5 Representation of the PML equations as a system in
time-domain

For any fixed n and ω let Kn(t, θ, r̃) denote the function

K̃n(t, ω, θ, r̃) = e−itω cosnθH(1)
n (r̃).

It is well known that K̃n satisfies the equation[
1

ω2

∂2

∂t2
− 1

r̃

∂

∂r̃

(
r̃
∂

∂r̃

)
− 1

r̃2
∂2

∂θ2

]
K̃n = 0 . (22)

Let use define

r̃ = ωr(1 + iα(r)/ω) and β(r) =
d

dr
(rα(r)).

Noting that ∂
∂r̃ = 1

ω+iβ(r)
∂
∂r we get after insertion into (22) and multiplication by r̃2[(

r + i
rα(r)

ω

)2 ∂2

∂t2
−
r + i rα(r)ω

1 + iβ(r)ω

∂

∂r

(
r + i rα(r)ω

1 + iβ(r)ω

∂

∂r

)
− ∂2

∂θ2

]
Kn = 0 ,

where Kn(t, θ, r) denotes the function

Kn(t, ω, θ, r) = e−itω cosnθH(1)
n (ωr(1 + iα(r)/ω)).
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We introduce auxiliary functions Φn and Ψn by

Φn(t, ω, θ, r) =
r + i rα(r)ω

1 + iβ(r)ω

∂

∂r
Kn(t, ω, θ, r)

and

Ψn(t, ω, θ, r) =
r + i rα(r)ω

1 + iβ(r)ω

∂

∂r
Φn(t, ω, θ, r)

It follows immediately that these functions satisfy the equations

∂

∂t
Φn + β(r)Φn = r

∂2

∂t∂r
Kn + rα(r)

∂

∂r
Kn (23)

and
∂

∂t
Ψn + β(r)Ψn = r

∂2

∂t∂r
Φn + rα(r)

∂

∂r
Φn (24)

It’s easy to check that(
r + i

rα(r)

ω

)2 ∂2

∂t2
Kn = r2

∂2

∂t2
Kn + 2r2α(r)

∂

∂t
Kn + (rα(r))2Kn,

and so it follows that

r2
∂2

∂t2
Kn + 2r2α(r)

∂

∂t
Kn + (rα(r))2Kn − ∂2

∂θ2
Kn = Ψn. (25)

The same set of equations are satisfied by the functions K0
n, Φ

0
n and Ψ0

n that arise when

H
(1)
n is replaced by Jn in the above definitions.

We note that for r > 1/2

e−iωtûpml = i
π

2

N∑
n=0

(
cnKn(t, ω, r, θ)− dnK

0
n(t, ω, r, θ)

)
,

where dn(ω) is given by (14) and cn(ω) is given by

cn(ω) =

∫ 1/2

0
Jn(ωs)sf̂n(ω, s) ds .

For r > 1/2 we introduce functions vpml and wpml by means of the formulas

e−iωtv̂pml = i
π

2

N∑
n=0

r + i rα(r)ω

1 + iβ(r)ω

∂

∂r

(
cnKn(t, ω, r, θ)− dnK

0
n(t, ω, r, θ)

)
(26)
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and

e−iωtŵpml = i
π

2

N∑
n=0

r + i rα(r)ω

1 + iβ(r)ω

∂

∂r

(
r + i rα(r)ω

1 + iβ(r)ω

∂

∂r

)(
cnKn(t, ω, r, θ)− dnK

0
n(t, ω, r, θ)

)
= i

π

2

N∑
n=0

(
n2 − (ωr + irα(r))2

) (
cnKn(t, ω, r, θ)− dnK

0
n(t, ω, r, θ)

)
(27)

Based on the symmetries in Lemma 3 and Lemma 5 of the Appendix we conclude that

cn(ω) = (−1)ncn(−ω) and dn(ω) = (−1)n+1dn(−ω) for ω ∈ IR . (28)

Using the identity

r + i rα(r)ω

1 + iβ(r)ω

∂

∂r
H(1)

n (ωr(1 + i
α(r)

ω
)) = ωr(1 + i

α(r)

ω
)
d

dz
H(1)

n (ωr(1 + i
α(r)

ω
))

and a similar identity for Jn, in place of H
(1)
n , in combination with (28) and the

symmetries in Lemma 3 and Lemma 4 we now arrive at the fact that

v̂pml(ω) = v̂pml(−ω) and ŵpml(ω) = ŵpml(−ω) ;

in other words: the functions vpml and wpml are also real. After integration with respect

to ω we end up with the following equations for upml and the associated auxiliary

functions vpml and wpml for r > 1/2:

r2
∂2

∂t2
upml + 2r2α(r)

∂

∂t
upml + (rα(r))2upml −

∂2

∂θ2
upml = wpml,

∂

∂t
vpml + β(r)vpml = r

∂2

∂t∂r
upml + rα(r)

∂

∂r
upml, (29)

and
∂

∂t
wpml + β(r)wpml = r

∂2

∂t∂r
vpml + rα(r)

∂

∂r
vpml. (30)

For r < 1/2 a source term f(t, r) appears on the right hand side of the original wave

equation. Since α(r) and β(r) both vanish for r < 1, it is quite easy to see that upml,

vpml = r ∂
∂rupml and wpml = r ∂

∂rr
∂
∂rupml satisfy the equation

r2
∂2

∂t2
upml + 2r2α(r)

∂

∂t
upml + (rα(r))2upml −

∂2

∂θ2
upml = wpml + r2f (31)
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together with the two equations (29) and (30) for r < 1/2 (actually for r < 1). We also

note that for 1/2 < r < 1 vpml = r ∂
∂rupml and wpml = r ∂

∂rr
∂
∂rupml is consistent with

the definitions (26) and (27). In other words: given a source f with support inside

{ r < 1/2 } the R-truncated PML solution is the first component of a solution to the

system (29)-(31), r < R. In the following section we determine the appropriate initial

(and boundary) conditions for upml, vpml and wpml.

6 Initial and boundary conditions for the PML system
(29)-(31) in time-domain

We earlier saw that upml satisfies the initial conditions

upml(0, r, θ) =
∂

∂t
upml(0, r, θ) = 0 for all r < R and all θ .

It also satisfies the boundary condition upml(t, R, θ) = 0 for all t > 0 and θ. Fur-

thermore, upml(t, r, θ) has a finite limit as r → 0, and this limit is independent of

θ.

For r < 1 the initial values vpml(0, r, θ) and wpml(0, r, θ) equal zero, due to the

initial conditions on upml and the fact that vpml = r ∂
∂rupml and wpml = r ∂

∂rr
∂
∂rupml.

For r > 1 (actually r > 1/2) a contour integration argument, just as that outlined for

upml, gives that ∫ ∞

−∞
v̂pml(ω, r, θ) dω =

∫ ∞

−∞
ŵpml(ω, r, θ) dω = 0 ,

and thus the initial data vpml(0, r, θ) and wpml(0, r, θ) vanish for r > 1 as well. We note

that at r = 0, vpml and wpml automatically become 0 since they are constant in t (and

have an initial value 0). All three functions upml, vpml and wpml are 2π-periodic in θ.

7 Numerical Examples

In this section we give a few numerical examples to explore the bound in Proposition

1, or more generally, Remark 3 that follows that proposition. Our goal is not a formal

treatment of numerical methods for solving the PML system (29)-(31), but rather a

few convincing numerical computations to illustrate the efficacy of the PML approach

and the accuracy of the time domain estimates in Section 4.

In what follows we work on the disk DR = {(r, θ); r < R} in the plane with values

of R between R = 1 and R = 3, and numerically compute the solution to the PML
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system (29)-(31) using zero initial data as detailed in Section 6. We use a zero Dirichlet

boundary condition for each of upml, vpml, and wpml at r = R (although we should note

that the authors in [13] remark that other boundary conditions may give better results).

The PML function α(r) will be taken as

α(r) =


0, 0 ≤ r ≤ 1

α0((3(r − 1)2 − 2(r − 1)3), 1 < r ≤ 2

α0, r > 2

which is in accord with (11). We use α0 = 2.

Computations were performed using a finite element method (FEM) implemented

in the FEniCSx software; see [12]. A very brief outline of out method is this: we split

(31) into a pair of first-order equations in time by introducing an auxiliary function

q = ∂upml/∂t and so obtain a coupled system of four PDEs, all first-order in time. We

construct a weak form of this system and then discretize with respect to time. The

resulting equations are marched out in time to estimate the solution at times tn = n∆t

where ∆t is a fixed time step. This is done by approximating time derivatives with a

backward Euler approximation, e.g., ∂q
∂t (tn) ≈ (qn+1 − qn)/∆t, where qn indicates an

approximation to q(tn). The computations are carried out in FEniCSx using a basis of

approximately 15, 000 quadratic Lagrange elements.

7.1 Analytical solutions to the wave equation on R2

Our goal in the numerical experiments that follow is to compare the numerical solution

to the PML system to a numerical evaluation of the exact solution of the inhomogeneous

wave equation on R2 with the same forcing function f . In the particular cases of interest

that follow we take

f(t, r, θ) =
50

π
e−50r21{0<t<2L}1{r<1/2} (32)

for some value of L, or translations of this function in the plane; note that f here

is independent of θ. The truncation at r = 1/2 has little effect, since f decays to

approximately 3.7 × 10−6 at r = 1/2. Moreover, since our evaluation of the solution

will be at times t < 2L, the value of L won’t matter in these computations and we may

as well assume L = ∞.

As a proxy for the solution to the inhomogeneous wave equation (1) on IR2 we work

on a disk of radius R2 = 4, which is sufficient for times t ≤ 5 since the wave speed here

is 1 and our interest is the solution on the unit disk (reflections caused by boundary

conditions imposed at r = 4 do not have time to return the unit disk). A standard
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separation of variables for a source term f = f(t, r) shows that the solution to (1) can

be expressed as

u(t, r, θ) =

∞∑
n=1

cn(t)J0(rµn/R2) (33)

where µn is the nth positive root of the Bessel function J0 and cn(t) satisfies

c′′n(t) + (µn/R2)
2cn(t) = an(t) (34)

with cn(0) = c′n(0) = 0 for each n and

an(t) =

∫ R2

0
rf(t, r)J0(µnr/R2) dr∫ R2

0
rJ2

0 (µnr/R2) dr

(35)

are the coefficients of f(t, ·) with respect to the orthogonal basis J0(µnr/R2) on the

interval 0 ≤ r ≤ R2. With the choice (32) (and take L = ∞ so f is independent of t)

we find an(t) = an is constant and then

cn(t) =
anR

2
2(1− cos(tµn/R2))

µ2n
. (36)

With cn(t) as in (36), (33) provides the solution u = u(t, r).

7.2 Experiment 1

We begin by presenting in Figure 2 a graph of the solution to the PML system (29)-(31)

computed on the region r < 2. The solution is at time t = 5 (so without PML any

reflections from the boundary at r = 2 would have plenty of time to return). Note that

the solution decays rapidly as r increases from r = 1 to r = 2. The goal of the PML is

that the solution to this system on the region r < 1 agrees closely with the solution to

the corresponding inhomogeneous wave equation (1) on r < 1 and this is illustrated in

Figure 3. The PML solution and wave equation solutions at t = 5 (the latter computed

using (33)-(36)) are graphed in the left and right panels of Figure 3, respectively.

In this example we find

max
0≤r≤1,0≤θ≤2π

|u(5, r, θ)− upml(5, r, θ)| ≈ 3.16× 10−3

while the solution u itself has a supremum norm of approximately 0.72 at time t = 5,

a relative error of approximately 0.004.
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Figure 2: Solution to PML system at time t = 5 on region 0 ≤ r ≤ 2

7.3 Experiment 2

Figure 4 illustrates the effect of varying the truncation radius R of the disk on which

the PML system is solved. The left panel graphs the maximum relative error in

|u(5, r, θ) − upml(5, r, θ)| versus R, while the right panel shows this same information

on a logarithmic scale. Note that for R up to about R = 1.9 this error decays approx-

imately exponentially (as evidenced by the straight line behavior in the right panel),

in accord with Remark 3. For R > 1.9 the error in the FEM solution itself dominates

and increasing R provides no improvement.

7.4 Experiment 3

In this computation we use a source function

f(t, r, θ) = 1{r′<0.25}
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Figure 3: Left panel: Solution to PML system at time t = 5 on region 0 ≤ r ≤ 1.
Right panel: Solution to inhomogeneous wave equation on R2 at time t = 5 on region
0 ≤ r ≤ 1.

but offset from the origin by taking r′ =
√
(x− c)2 + y2 for c = 0, 0.1, 0.2, . . . , 0.7.

Figure 5 shows the relative error in the PML solution, again as measured in the supre-

mum norm, with the truncation value R = 2 in the PML equations. We note that the

analysis leading to Proposition 1 and Remark 3 remains valid so long as the support of

f in (1) is contained in r < 1, as it is here. The error seems to have no dependence on

the offset c, even as the support of f (when c = 0.7) comes quite close to the boundary

of the unit disk. This error is primarily due to the FEM discretization and first-order

scheme in time.

8 Appendix

8.1 Some symmetries

Due to the integral representations for Bessel functions (see for instance [15] section )it

is fairly straightforward to verify that the functions H
(1)
n (z) and Jn(z), when considered

for complex arguments, satisfy the following symmetry relations across the imaginary

axis
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Figure 4: Left panel: supremum of error |u(5, r, θ) − upml(5, r, θ)| for 0 ≤ r ≤ 1 as
function of truncation radius R. Right panel: Logarithmic plot of this error.

Lemma 3. Let n be a non-negative integer. Then

Jn(−z) = (−1)nJn(z) , for all z ∈ IC

and

H(1)
n (−z) = (−1)n+1H

(1)
n (z) , for all z ∈ IC+ = {z ∈ IC with Im(z) > 0}.

Based on the symmetries asserted in Lemma 3, simple calculations give the following

lemma

Lemma 4. Let n be a non-negative integer, and let Fn and Gn denote the functions

Fn(z) = z
d

dz
Jn(z) , z ∈ IC , and Gn(z) = z

d

dz
H(1)

n (z) , z ∈ IC+ .

Then

Fn(−z) = (−1)nFn(z) , for all z ∈ IC ,

and

Gn(−z) = (−1)n+1Gn(z) , for all z ∈ IC+.
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Figure 5: PML error as a function of offset c.

Finally from Lemma 3 and the fact that |Jn(z)| ≤ Cn(|z| + 1)−1/2, z ∈ IC+, we also

obtain

Lemma 5. Let n be a non-negative integer, then the function gn defined by

gn(z) =

∫ 1

0
Jn(zs)s ds z ∈ IC+ ,

satisfies

gn(−z) = (−1)ng(z) and |gn(z)| ≤ Cn(|z|+ 1)−1/2 , z ∈ IC+ .

We leave the proofs of these three lemmata to the reader.

8.2 Details of the numerics

To solve (29)-(31) numerically we first convert these equations to a first-order system in

time by introducing a function q = ∂upml/∂t and splitting (31) into a pair of equivalent

equations
∂q

∂t
= −2αq − α2upml +

1

r2
∂2upml

∂θ2
+
wpml

r2
+ f

∂upml

∂t
= q

(37)
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where the first equation in (37) has been divided by r2. The two equations in (37) in

conjunction with (29)-(30) form a set of four first-order equations that can be marched

out in time.

For numerical solution in FEniCSx the equations are converted to rectangular (xy)

coordinates. The equations of (37) become

∂q

∂t
= −2αq − α2upml +

(⟨−y, x⟩ · ∇)2upml

x2 + y2
+

wpml

x2 + y2
+ f (38)

∂upml

∂t
= q. (39)

It’s worth noting that in the region r < 1 the second equation of (37) becomes merely
∂q
∂t = ∆upml + f or

∂q

∂t
=
∂2upml

∂x2
+
∂2upml

∂y2
+ f, (40)

thus avoiding any singularity at the origin. Equation (29) can be expressed as

∂vpml

∂t
= −βvpml + ⟨x, y⟩ · ∇q + α⟨x, y⟩ · ∇upml (41)

by making use of q =
∂upml

∂t and r∂r = ⟨x, y⟩ · ∇. Finally, define an auxiliary function

η = ∂vpml/∂t but in the form

η = −βvpml + ⟨x, y⟩ · ∇q + α⟨x, y⟩ · ∇upml (42)

so that
∂2vpml

∂r∂t = ∂η
∂r . Then (30) can be expressed as

∂wpml

∂t
= −βwpml + ⟨x, y⟩ · ∇η + α⟨x, y⟩ · ∇vpml. (43)

Equations (38), (39), (41), (42), and (43) (replacing (39) with (40) when r < 1) govern

the evolution of the system in time.

To solve the system numerically we form a weak version of these equations by

multiplying each equation by a suitable test function ψ(x, y) that vanishes at r = R

and integrating by parts. We also approximate each time derivative with a backward

Euler difference, for example, ∂q
∂t (tn) ≈ (qn+1 − qn)/∆t, where ∆t is a fixed time step,

tn = n∆t, and qn indicates an approximation to q(tn). With the notation (p, q) =∫
DR

p(x)q(x) dx (DR a disk of radius R centered at the origin) the resulting system can
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be expressed as

(
(
1 + 2α∆t)qn+1, ψ

)
= (qn, ψ)− (α2unpml, ψ)∆t+

(
wn
pml

x2 + y2
, ψ

)
∆t

− (⟨−y/r, x/r⟩ · ∇unpml, ⟨−y/r, x/r⟩ · ∇ψ)∆t+ (fn+1/2, ψ)∆t (44)

(un+1
pml , ψ) = (unpml, ψ) + (qn+1, ψ)∆t (45)

((1 + β∆t)vn+1
pml , ψ) = (vnpml, ψ) + (⟨x, y⟩ · ∇qn+1, ψ)∆t+ (α⟨x, y⟩ · ∇un+1

pml , ψ)∆t

(46)

ηn+1 = −βvn+1
pml + ⟨x, y⟩ · ∇qn+1 + α⟨x, y⟩ · ∇un+1

pml (47)

((1 + β∆t)wn+1
pml , ψ) = (wn

pml, ψ)− 2(ηn+1, ψ)∆t− (ηn+1, xψx + yψy)∆t

+ (α⟨x, y⟩ · ∇vn+1
pml , ψ)∆t. (48)

with r =
√
x2 + y2; we also used a centered difference for f . For (40) (used when

r < 1) we obtain

(qn+1, ψ) = (qn, ψ)− (∇unpml,∇ψ) + (fn+1/2), ψ)∆t (49)

For each choice of n = 0, 1, . . . we form the relevant linear system for (44)-(49)

and solve for the updates un+1
pml , . . . , w

n+1
pml . These computations are performed in the

FEniCSx software with a basis of quadratic Lagrange elements, on a triangularization

of size approximately 15000. The resulting system is then solved to form qn+1. Then

(45) is solved for un+1
pml , (46) is solved for vn+1

pml , η
n+1 is computed using (47), and (48)

is solved for wn+1
pml , all with the same parameters. We solve out to time T = 5 using

1000 steps of size ∆t = 0.005.
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